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Abstract

We examine an individual-level poverty measure for Benin using cross-sectional

data. Since our measure is defined within the interval [0,1], we combine fractional

regression models and machine learning models for fractions to examine the fac-

tors influencing multidimensional poverty measures and to predict poverty levels.

Our approach illustrates the potential of combining parametric models, that inform

on the statistical significance and variable interactions, with SHapley Additive ex-

Planations (SHAP) and Accumulated Local Effects (ALE) plots obtained from a

random forest. Results highlight the importance of addressing gender inequalities

in education, particularly by increasing access to female education, to effectively

reduce poverty. Furthermore, natural conditions arising from agroecological zones

are significant determinants of multidimensional poverty, which underscores the

need for climate change policies to address poverty in the long term, especially in

countries heavily reliant on agriculture. Other significant determinants of welfare

include household size, employment sector, and access to financial accounts.

Keywords: Multidimensional Poverty; Benin; Fractional regression model; Machine learn-

ing; SHAP values; ALE plots.

1 Introduction

Poverty is a widespread social problem that affects all nations, with a more severe impact

on developing economies. The harmful cycle it creates makes poverty reduction a top

priority of development policy. In fact, eliminating poverty is presented as Goal 1 among

the 17 Sustainable Development Goals of the United Nations 2030 Agenda for Sustainable

*Corresponding author: earranhado@iseg.ulisboa.pt
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Development.* Therefore, it is crucial to understand which factors are linked to poverty

metrics and how they do impact them. As a complex multidimensional phenomenon, sev-

eral alternative poverty measures have been introduced, including the Multidimensional

Poverty Index (MPI) developed by Oxford University and the United Nations, as well as

the Multidimensional Poverty Measure (MPM) by the World Bank. Furthermore, due to

its complexity, poverty analysis can be challenging for conventional statistical methods,

which may struggle to uncover complex patterns in the data.

The common approach to modeling poverty at an individual (person or household)

level generally involves explaining and/or predicting the poverty status, which can be

binary (poor/not poor) or have additional categories. As a result, regression models

for binary or ordered variables (such as logit or probit, or their ordered versions) are

commonly employed.� Moreover, recent studies have used machine learning (ML) models,

primarily for policy targeting and prediction purposes [e.g. 19; 28].

In this paper we combine the interpretability of econometric regression models with

the predictive capabilities of ML techniques to draw conclusions about the factors in-

fluencing multidimensional poverty measures and predicting poverty levels. Our empir-

ical approach to model poverty is based on individual-level cross-sectional data from

Benin, gathered from the Benin Harmonized Survey of Household Living Conditions for

the period 2018-2019 (EHCVM 2018/19) and retrieved from the World Bank microdata

database. According to [49], approximately 83% of Benin’s population lived below $6.85

a day (2017 PPP) in 2018, with 19.9% living below $2.15 a day. Additionally, 38.5% of

the population were considered monetarily poor based on the national poverty line, with

food insecurity affecting 9.6% of the population and chronic malnutrition affecting 32%

of young children [50]. Given these statistics, analyzing poverty and its determinants is

crucial to offer valuable insights aimed at enhancing living conditions in Benin.

Our strategy involves modeling a MPM-type measure defined on the interval [0,1].

This contrasts with the common approach of modeling a poverty status, circumventing

the discretization of a poverty measure that relies on an ad-hoc choice of the threshold

to define each status. For a recent analysis of robustness of MPI to changes in the

poverty cutoff, see [7]. The bounded and continuous nature of the MPM is described by

a fractional regression model (FRM) [37; 38]. To the best of our knowledge, FRM have

never been used to model a poverty measurement at the individual level, although Bluhm

et al. [11] use them to model country-level poverty headcut ratios and Akire et al. [6]

mention FRM in their methodological chapter on regression analysis of multidimensional

*See https://www.un.org/sustainabledevelopment/development-agenda.
�For further guidance on regression analysis of multidimensional poverty measures, refer to the rec-

ommendations in Alkire et al. [6, 7].
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poverty.

Next, we estimate a random forest (RF), which is a nonparametric ML model based

on an ensemble of decision trees. This is a powerful off-the-shelf model that consistently

outperforms other machine learning models in a variety of tasks involving tabular data

[21; 14]. The nonparametric nature of RF allows for more flexible fits to the data, as

no functional form is pre-specified by the analyst. However, this greater flexibility and

accuracy come at the cost of lower transparency. Indeed, RF are often considered black

boxes because it is difficult to understand which covariates influence the model’s output.

Therefore, to understand which explanatory variables have the most impact on the mul-

tidimensional poverty measure, we need to use recent techniques for explaining black-box

models, namely SHapley Additive exPlanations (SHAP) [30; 31] and Accumulated Local

Effects (ALE) plots [8]. SHAP evaluates the importance of a regressor by measuring

its impact on the model predictions when it is present in or absent from all possible

‘coalitions’ of covariates. ALE plots provide a visualization of how the target variable

changes with the input variables (for instance, they indicate whether this change is pos-

itive or negative, linear or non-linear, convex or concave) and they have never been used

to explain poverty.

We identify the most relevant determinants of multidimensional poverty in Benin using

both the parametric and the nonparametric approach. Our results show a reasonable

level of agreement between both approaches regarding the direction of the effects of

the explanatory variables on poverty, despite some variables displaying highly nonlinear

effects, such as the regional inequality and the age of the household head, as evidenced

by ALE on random forests. On the other hand, the analysis of the importance of the

regressors highlights the relevance of policies aiming to address gender inequalities in

education, climate change issues, population growth, financial inclusion, food deprivation,

and structural reforms to diversify the economy as part of the poverty reduction strategy

of the country.

This paper is structured as follows. Section 2 provides some background discussion

on the measurement of poverty, explanatory factors suggested by regression analysis,

and previous ML approaches proposed in this area. Section 3 describes the employed

methodology, focusing on the FRM and then addressing the ML techniques used. The

dataset and the poverty landscape in Benin are detailed in Section 4. Section 5 discusses

the results for both the parametric model and the nonparametric models. Finally, section

6 provides some concluding remarks.
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2 Literature review

2.1 Poverty – a complex social phenomenon

According to the United Nations [43], poverty may be understood as a condition in which

a person or community is lacking the basic need for minimum standard of well-being, par-

ticularly as a result of persistent lack of income. The World Bank defines poverty as a

‘pronounced deprivation in well-being’ [23]. Quantifying poverty to reflect well-being

can be challenging. Previous approaches defined well-being in monetary terms by set-

ting an income/expenditure threshold (poverty line) below which households/individuals

are considered poor. However, this approach has been acknowledged to be imperfect in

understanding the deprivations of the poor [41]. This recognition has led to the con-

sideration of non-monetary dimensions, such as subjective poverty, health poverty, and

education poverty, as well as multidimensional approaches.

The most well-known multidimensional poverty measures include the Multidimen-

sional Poverty Index (MPI), developed by Oxford University and the United Nations.

The MPI assesses severe multidimensional poverty in developing countries across the

dimensions of health, education, and standard of living, with households as the unit

of identification [7]. Additionally, the World Bank’s Multidimensional Poverty Measure

(MPM), inspired by the MPI, evaluates the percentage of deprived households in a coun-

try based on dimensions such as monetary poverty, education, and basic infrastructure

services, also using households as the unit of identification [47; 17]. The exclusion of the

monetary poverty dimension from the MPI is partly because income data are not typically

included in the surveys used, as well to avoid the risk of ‘double-counting’ deprivations

[42]. While the MPI is designed to complement monetary poverty measures, the MPM

addresses the interplay between monetary and non-monetary deprivations, offering a more

comprehensive view of poverty.

An additional challenge in poverty analysis arises from the complexity of poverty’s

underlying causes. Developing a clear understanding of poverty’s fundamental roots is

difficult, prompting researchers to focus on the more immediate or ‘proximate’ causes of

poverty [23]. Within this framework, poverty may be caused by or at least correlated

with various factors at different levels: regional factors (such as remoteness, inequality, re-

gional governance and management, weather, and environmental conditions); community

factors (including infrastructure availability, land distribution, access to public goods and

services); household characteristics (like household size, dependency ratio, employment

and income structure, average household health/education); and individual characteris-

tics (such as age, education, employment status, health status, ethnicity).
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2.2 Determinants of poverty in Benin

Empirical studies conducted in Benin indicate that the key factors influencing poverty

align with findings observed across Africa. Hodonou et al. [24] highlight the sensitivity

of poverty dynamics in the country to various factors, including the age and gender of

household heads, household size, place of residence, possession of durable goods, improved

access to housing, electricity, communications, and education. Education and household

size are important determinants of poverty. Research suggests that the impact of educa-

tion on poverty is consistent across gender and place of residence [9]. Households led by

educated individuals are found to face lower poverty risks [4; 20], and education is crucial

in determining the time needed to escape poverty [3]. Conversely, larger household sizes

tend to worsen household welfare, influencing the transition in poverty status [24; 3; 1].

Geographical factors also play a significant role, as households residing in cotton or

rice-producing regions have a higher likelihood of escaping poverty [1]. However, shocks

such as reductions in cotton prices can lead to an increase in poverty [34], and employment

in the agricultural sector has been linked to a decline in well-being [3; 1]. Some studies

suggest that the employment sector is one of the most important determinants of the

likelihood of poverty [3; 1], with Alinsato and Houedokou [5] emphasizing the influence

of unobserved factors related to labor market participation in determining poverty. The

impact of the gender of household heads produces mixed findings. Some studies suggest a

decreased likelihood of poverty for female-headed households [9; 5], while others indicate

the opposite [4; 3; 20]. Moreover, biophysical shocks to households also contribute to an

increased risk of poverty [20].

Most of these studies examined the determinants of a monetary poverty measure

and used parametric models, such as logit/probit, OLS, and multinomial or ordered

logit/probit, for statistical inference.

2.3 Machine learning in poverty analysis

Empirical research using machine learning models for poverty analysis has primarily fo-

cused on accurately targeting deprived individuals or households, with prediction as the

main goal. An example is Thoplan [40], who trained a random forest to predict the

poverty status of individuals in Mauritius. The mean decrease in accuracy was used to

identify the most important predictive regressors, such as the number of hours worked,

age, education, and gender. Mcbride and Nichols [32] examined the out-of-sample per-

formance of quantile regression, probit regression, random forest, and quantile random

forest in classifying the poverty status in Bolivia, Timor-Leste, and Malawi. Their find-

ings indicated that stochastic ensemble methods resulted in improved accuracy compared
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to traditional methods. Sohnesen and Stender [39] used consumption expenditure surveys

to compare the out-of-sample error of variable selection methods (stepwise selection and

LASSO) and random forests in predicting poverty in Albania, Ethiopia, Malawi, Rwanda,

Tanzania, and Uganda. They concluded that random forests often achieve higher accu-

racy. However, none of the methods consistently delivered accurate predictions of poverty

over time. Engstrom et al. [18] examined poverty in urban slums in Accra, Ghana, by

creating a slum index with the help of random forest. They estimated poverty at the

neighborhood level by first using the LASSO estimator to identify key variables and

then selecting the final model through a stepwise procedure. Their findings revealed a

strong correlation between living in slums and higher monetary poverty, increased fertil-

ity among women, and lower school attendance among children. Additionally, they found

that poverty is more common in communities located in lower elevation areas, which in

Accra are typically flood-prone regions. Fitzpatrick et al. [19] predicted the poverty

status of households in Malawi and Indonesia using linear regression and a diverse set

of machine learning algorithms. The out-of-sample performance of the models led them

to conclude that there are significant benefits to using machine learning approaches over

simple regressions. They also found that ensemble methods consistently produced more

accurate models.

In their study, Liu et al. [29] applied the Lindeman, Merenda, and Gold method to

multiple linear regression and the permutation-based error reduction on random forest to

determine the relative importance of various geographic factors in predicting poverty at

the village level in Yunyang, rural China. They found that both models exhibit similar

accuracy, and consistently highlight access to industry, access to banks, and access to town

as the most important predictors. Bakar et al. [10] predicted poor households in Malaysia

using linear regression, decision trees, and random forests. Random forests had the best

accuracy, with the top five predictors identified as per capita income, state, ethnicity,

strata, and religion, based on permutation variable importance. Li et al. [28] forecast

household poverty in Kyrgyzstan using extreme gradient boosting, LASSO, and ridge

regressions with varying sets of variables. Their findings indicate that extreme gradient

boosting generally outperforms the other methods, and they suggest that including more

variables may not necessarily be advantageous for prediction accuracy. Finally, Min et al.

[33] predicted individuals poverty for Costa Rica using linear regression, decision trees

and random forests. They concluded that random forest performed better, with the most

important covariates being the dependency, walls, and average education, as indicated

by SHAP values.
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3 Methodology

3.1 Fractional regression model

The MPM is bounded to the interval [0,1]. Therefore, a fractional regression model,

estimated using quasi-maximum likelihood [37], can be used to analyze the determinants

of multidimensional poverty in Benin. The model conditional mean is

E(yih | xih) = G(xT
ihβ), (1)

where yih ∈ [0, 1] is the MPM for individual i and household cluster h, xih is a vector

of exogenous regressors including the intercept, β is a vector of coefficients, and G(·) is
a functional form satisfying 0 < G(·) < 1. The quasi-maximum likelihood method of

estimation is based on the maximization of the Bernoulli log-likelihood function:

LL ≡
N∑
i=1

H∑
h=1

yih ln
[
G(xT

ihβ)
]
+ (1− yih) ln

[
1−G(xT

ihβ)
]
, (2)

where N is the number of individuals and H the number of households. The Bernoulli

quasi-maximum likelihood estimator of β is consistent and asymptotically normal, pro-

vided that only the conditional mean G(·) is correctly specified, regardless of the distri-

bution of y conditional on x. We use a robust variance-covariance matrix to account for

any within-cluster correlation due to the household clustering effects on individuals in

the sample, while assuming independence between clusters, i.e., no intercluster correla-

tion [46]. A cluster-robust standard error is also a heteroskedastic-robust standard error

[13].

The link function G(·) is a probit functional form, representing a standard normal

cumulative distribution function G(xT
ihβ) = Φ(xT

ihβ). Since G(·) is strictly monotonically

increasing, the sign of the partial effect is determined by the sign of β̂j. The estimated

partial effects of a continuous variable xj and a dummy variable xk for an individual

i are, respectively, P̂Eij = β̂j
∂Φ(xT

ihβ̂)

∂xihj
and P̂Eik = [Φ(xT

ih,xk=1
β̂) − Φ(xT

ih,xk=0
β̂)]. The

conditional mean of the fractional probit model may be tested using RESET tests. In

this paper, the test is applied in the versions that adds up to two fitted powers of the

linear index, (xTβ)2 and (xTβ)3. The null hypothesis is H0 : E(y | x) = G(xTβ), and a

Wald test for the joint significance of the two fitted powers added to the model in test is

implemented.

3.2 Random forest model

A random forest [12] is a straightforward yet powerful technique for aggregating multiple

individual decision trees. A decision tree is a nonparametric model that partitions the
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regressor space into distinct and non-overlapping regions {Rm}Mm=1. The specific region

Rm to which an observation belongs is determined by a series of if-then-else tests con-

ducted on the regressor values x. Formally, a decision tree model can be expressed by

the equation:

f(x;w) =
M∑

m=1

wm · I(x ∈ Rm), (3)

where I(x ∈ Rm) is an indicator function that yields 1 when its argument is true and

0 otherwise. The weights wm represent the model’s output for observations that belong

to region Rm. They correspond to the average y-value of all observations within the

estimation data that fall into that particular region:

wm =

∑N
i=1 yi · I(xi ∈ Rm)∑N

i=1 I(xi ∈ Rm)
. (4)

Since MPM is bounded to the interval [0,1], both wm and f(x;w) are as well.

A random forest is a collection of individual decision trees. First, a specified number

of bootstrap samples are generated from the data, each comprising the same number of

observations as the original dataset. Then, a decision tree is constructed for each of these

bootstrap samples. However, at each step of dividing the data into regions Rm, only a

random subset of the regressors is taken into consideration. This increases the diversity

among the decision trees. Let’s suppose that we have generated B bootstrap samples

and let fb(x;w) denote a decision tree estimated on a specific bootstrap sample. The

prediction provided by a random forest is the average of the individual predictions given

by the B trees:

f(x;w, B) =
1

B

B∑
b=1

fb(x;w). (5)

Since fb(x;w) is constrained to the interval [0,1], f(x;w, B) is as well. That is, the

predictions for MPM will be constrained within the unit interval as intended. Despite its

simplicity, the random forest is a powerful out-of-the-box model, consistently surpassing

other machine learning models in many tasks involving tabular data [21; 14].

3.3 Explaining black box models

Random forest models are ‘black boxes’. Therefore, we use ALE plots and SHAP values

to understand how regressors influence multidimensional poverty based on the random

forest model. These methods are preferred over permutation feature importance, partial

dependence plots, and marginal plots when the covariates are not independent, as is the

situation here [35].
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3.3.1 Accumulated local effects (ALE) plots

ALE plots overcome the lack of interpretability of black box models by visually describing

the effect of a regressor on the predicted response [8], allowing the researcher to have an

intuition on how the regressor impacts the prediction of the dependent variable and so

to infer if the relationship may be positive or negative, linear or non-linear, concave or

convex, and so on.

The estimated accumulated local effect for regressor xj is computed by first segmenting

the range of values of xj into K intervals or bins. For k = 0, 1, . . . , K, the interval

boundary values Zk,j are the k/K-quantiles of the empirical distribution of xj, where Z0,j

is chosen just below the smallest observation of the regressor and ZK,j is chosen as the

largest observation. The formula for the uncentered effect is given by

ÂLE(xj)U =

kj(i)∑
k=1

1

nj(k)

∑
{i:xji∈Nj(k)}

{
f
(
Zk,j,X

(i)
\j
)
− f

(
Zk−1,j,X

(i)
\j
)}

, (6)

where kj(i) is the index of the interval into which falls a xj’s value of the ith observation;

nj(k) is the number of training observations falling into the kth interval Nj(k), so that∑K
k=1 nj(k) = n; X

(i)
\j is the set of values of the other features when observation value xji

is considered; f
(
Zk,j,X

(i)
\j
)
is the model prediction with xj equal to the upper limit of

the interval (bin); and f
(
Zk−1,j,X

(i)
\j
)
is the model prediction with xj equal to the lower

limit of the bin. All possible differences in the response predictions are averaged and then

accumulated over the grid. The ÂLE(xj)U is centered so that the mean effect is zero,

ÂLE(xj)C = ÂLE(xj)U − 1

n

n∑
i=1

ÂLE(xji)U . (7)

Plotting ÂLE(xj)C versus xji reveals the effect of xj on the predictive function for y.

3.3.2 SHAP values

The Shapley value is a concept from cooperative game theory to fairly distribute the

final payout among players who cooperated in a coalition to obtain that payout, as some

players contribute more than others [35]. In machine learning context [30], regressors

represent the players and prediction represents the payout in the regression analysis.

The SHAP value for a xj’s value is the weighted sum of its marginal contribution to the

prediction ŷ across all possible coalition of regressors that exclude it, meaning that the

algorithm allows to know by how much a regressor’s value contributed to the prediction.

Given the full set of P regressors (X), the set excluding xj is X\j, all possible subsets

of X\j are denoted S (i.e., S ⊆ X\j), and the formula for the SHAP value ϕj, for a xj’s
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value, can be written as

ϕj =
∑

S⊆X\j

|S|!(|P | − |S| − 1)

|P |!
[
fS∪xj

(XS ∪ xj)− fS(XS)
]
, (8)

where fS is the model trained without xj and fS(XS) is the prediction for feature values

in set S that are marginalized over features that are not included in set S [35]; fS∪xj
is

the model trained including xj and fS∪xj
(XS ∪ xj) is the prediction for feature values

in set S ∪ xj). To obtain ϕj all possible differences [fS∪xj
(XS ∪ xj) − fS(XS)] must

be computed. SHAP values are used as feature attribution, where regressors with large

absolute SHAP values are important and the global importance (Ij) for a covariate xj is

derived as the average of the absolute SHAP values across the data:

Ij =
1

n

n∑
i=1

|ϕ(i)
j |. (9)

When calculating SHAP values, we standardize numerical variables into Z-scores and

perform one-hot encoding for categorical variables. To compare these results with those

of the fractional regression model, we adjust the APE by standardizing the numerical

variables and focus on absolute APE values.

4 Data

In this study, we used the Benin Harmonized Survey of Household Living Conditions

2018-2019 (EHCVM 2018/19), obtained from the World Bank microdata database [48].

The survey employed a two-wave approach to address the seasonality of consumption

and utilized the 2013 Census of Population and Housing as the sampling frame. The

dataset comprises 8,012 households, representing 42,343 individuals. Poverty is assessed

using an MPM-type measure, calculated for Benin following the methodology outlined in

[17]. This MPM integrates the monetary dimension with two non-monetary dimensions,

education and basic infrastructures, with the household serving as unit of identification.

The MPM value is a weighted sum of the individual indicators, where higher values

indicate more deprived individuals or households, consistent with the standard practice

in the literature. A detailed explanation of the MPM construction is available in the

Appendix.

Figure 1 shows the distribution of MPM for the sample individuals. The MPM has a

mean and median of 0.51 and 0.5, respectively, with a minimum value of 0 and a maxi-

mum value of 1, representing approximately 5.2% and 2.4% of the sample observations,

respectively. Approximately 18.0% of the sample individuals have an MPM below 0.25,

while 21.4% have an MPM above 0.75.
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Figure 1: Distribution of Multidimensional Poverty Measure for the sample individuals.

The database contains 231 variables. Of these, 73 correspond to the original data

in the survey dataset, 37 are new variables derived from available information in the

survey dataset, and 121 are adjusted survey responses. These adjustments include cre-

ating categorical variables that aggregate some of the original categories and imputing

blank cells with implicit information from other response variables in the survey dataset.

The 231 variables cover regional, community, household, and individual characteristics,

constituting a more extensive set of covariates than those considered in prior research on

Benin (which varies from 5 to 30 on the reviewed literature). This comprehensive set of

determinants is not only informed by existing literature in this field but also seeks to cap-

ture specific attributes of the Beninese population. The country’s economy relies heavily

on agriculture, which accounts for approximately 70% of employment and 30% of GDP.

This sector is highly dependent on rainfall and is vulnerable to climate change, as well as

fluctuations in global cotton and oil prices [2; 49]. The rapid pace of population growth

poses a challenge, as the increasing number of births exerts pressure on the economy.

This situation leads many young people to migrate from rural to urban areas in search of

employment opportunities [25]. Despite a very low official unemployment rate of 2.4% in

2019, underemployment and informal employment rates are significantly high, standing

at 72% and 90.1% respectively in the same year [49].

The potentially most important explanatory factors of poverty in Benin are summa-

rized out of 231 features in a more restricted dataset containing the explanatory variables

of Table 1. This selection was chosen in order to produce a fractional regression model

statistically valid, according to the RESET test, and include typical determinants consid-

ered in poverty explanation, such as the education, gender, employment sector, marital

status and age of the household head, the household size, child dependency ratio, place

11



Variable Description # categories
head age Household head age
hh size Household size
hh depratio c Household child dependency ratio
c inequality Sub-regional Gini index of per capita expenditure
geo aez Agro ecological zone 5
geo urbrur Place of residence 2
head sex Household head gender 2
head educ Household head education 4
ind edu mother Household mother’s education 4
head emp sector12m Household head employment sector/status 5
head mstat Household head marital status 5
ind ethnic Household member ethnic group 6
ind migration Household member previous place of residence 4
hh trf receive Remittances from non-household members 2
hh fin access Household access to financial account/prepaid card 2
hh shk severe 1 Most severe shock 9
c roadac Main road access 5
c electric Electric distribution network at community 2
c water Running water network at community 2
c healthcom Health Committee at community 2
c schoolcom School Committee at community 2

Table 1: Description of selected regressors. The last columns shows the number of cate-

gories for the categorical variables.

of residence, inequality, and those related to access to services and infrastructures, and

determinants emerging from Benin specificities, such as ethnicity groups, agroecological

zone, and household’s most severe shocks. The selection also includes the education of

the mother of each individual in the sample to explore the inter-generational effects of

female education on poverty.

Variable Mean Median SD Min Max
Household head age 44.4 43 13.2 15 98
Household size 7.0 6 3.6 1 26
Household child dependency ratio 125.3 100 95.8 0 700
Sub-regional Gini index 0.33 0.33 0.05 0.20 0.43

Table 2: Descriptive statistics for the numerical explanatory variables.

Descriptive statistics for the numerical explanatory variables are shown in Table 2.

Significant variability is observed in the age of the household head, ranging from 15 to

98, and in the household size, ranging from 1 to 26.

Figure 2 presents box plots of MPM for the categorical determinants. Interesting pat-

terns emerge for MPM based on the categorical variables. While certain binary variables

like the gender of the household head and the presence of a health or school committee ex-

hibit similar distributions for MPM, higher levels of education, whether of the household

12



Figure 2: Distribution of categorical variables by Multidimensional Poverty Index

(MPM). Note: STG = subequatorial-tropical-guinean; SS = Sudan-Sahelian
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head or the mother, and residing in an urban area are distinctly linked to lower levels

of deprivation. On the other hand, households characterized by the head working in

agriculture, having a polygamous marital status, or belonging to the Peulh ethnic group

exhibit high levels of deprivation. This is likely influenced by Benin’s heavy reliance on

agriculture, where any shocks in this sector are associated with increased deprivation.

Natural disasters appear to be closely linked to poverty in Benin. Additionally, the

strong correlation between low rainfall areas and increased levels of deprivation under-

scores the significance of addressing climate change issues in the country’s poverty reduc-

tion policies. An intriguing finding is the association of unemployment with lower levels

of deprivation. This phenomenon may be attributed to the precarious state of social

protection in Benin. Poorer families, especially those without strong financial support

networks and residing in rural areas with low rainfall, often resort to underemployment

for survival [16]. Consequently, they may not be able to afford being officially classified as

inactive or unemployed, leading to a biased correlation between MPM and employment

status.

5 Empirical results

5.1 Out-of-sample performance

We analyze the predictive accuracy of the models based on the root mean squared error

(RMSE), mean absolute error (MAE), and the R2. Table 3 presents the out-of-sample

accuracy metrics obtained through a 10-fold cross-validation.

Model RMSE MAE R2

Fractional regression model (selected regressors) 0.162 0.131 0.622
Random Forest (selected regressors) 0.059 0.042 0.957
Random Forest (complete set of regressors) 0.034 0.018 0.985

Table 3: Out-of-sample model accuracy given by a 10-fold cross-validation.

In the dataset with selected regressors, as expected, the random forest model outper-

forms the FRM in all metrics in terms of predictive accuracy. The random forest model

achieves an RMSE of 0.059 and MAE of 0.042, along with a high R2 of 95.5%, compared

to 0.162, 0.131, and 62.2%, respectively, for the FRM. The out-of-sample predictive per-

formance of the nonparametric model improves when we include a larger number of pre-

dictors in the dataset, allowing for a more accurate poverty-targeting approach. In this

scenario, the random forest RMSE and MAE decrease to 0.034 and 0.018, respectively,

and can account for approximately 98.5% of the variability in MPM.
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5.2 Interpreting the models

The estimated FRM, presented in Table 4, was validated by the RESET test. The

estimated model coefficients are presented in Table A.2 in the Appendix and the APE

are displayed on Table 4 and Figure 3. In this model, age and household size, as practice in

the literature, are nonlinearly included, as well as the child dependency ratio. In order to

allow some partial effects to differ according to the gender of the head of the household,

several interaction terms involving this binary variable were considered. Interactions

involving the household head’s employment sector/status and infrastructure variables

were also included. The ALE plots for the nonparametric model are summarized in

Figure 4.

Figure 3: Nonlinear Partial Effects (PE) for FRM. Note: The x-axis displays standardized

values.

Individual statistical significance tests for the FRM suggest that most of the potential

determinants of the MPM are significant. These significant variables coincide with ALE

plots displaying a variety of shapes (Figure 4) that are far from being flat. In the FRM,

age (head age) and road access (c roadac) are not significant. However, they display a

nontrivial relationship with MPM in the ALE plots. This mixed evidence in terms of

relevance is corroborated by the analysis of variable importance, where none of these two

variables appear in the top 5 most important variables, as expected.

The numerical variables display a nonlinear behavior, as evidenced by the ALE shapes

in Figure 4. As for the age of the household head and inequality (c inequality), the

effects are highly nonlinear, with a negative impact on well-being when household heads

are younger than 25 and a nonmonotonic negative impact for those older than 62, while

Gini indices greater than 0.35 consistently display a negative effect on deprivation. The

ALE plot has a positive slope for lower levels of inequality, which can be explained by

subregions with a predominance of poor people at similar levels of poverty. The APE for

inequality also indicates a negative effect on well-being of higher Gini index values. The

ALE plots further shows a monotonic decline in well-being for household size up to 16,
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Interaction APE
Variables Global APE head sex

Male Female
head age 0.000
hh size 0.066***
hh depratio c 0.037***
c inequality 0.006**
geo aez (base = High rainfall...)
Transition, cotton. . . 0.097***
Medium rainfall, cotton. . . 0.109***
Low rainfall, cotton. . . 0.133***
Cotonou -0.031**
geo urbrur (base = Urban) 0.014***
head sex (base = Male) -0.019**
head educ (base = No education)
Primary education – -0.05*** -0.172***
Secondary education – -0.095*** -0.195***
Higher education – -0.207*** -0.274***
ind edu mother (base = No education)
Primary education – -0.092*** -0.027***
Secondary education – -0.11*** -0.051***
Higher education – -0.209*** -0.12***
head emp sector12m (base = Primary sector)
Secondary sector -0.041***
Service sector -0.063***
Inactive -0.046***
Unemployed -0.124**
hh trf receive (base = Yes) – 0.014** -0.008
hh fin access (base = Yes) 0.09***
c electric (base = Yes) 0.015**
c water (base = Yes) 0.037***
c healthcom (base = Yes) 0.002
c schoolcom (base = Yes) 0.014***
N 42343
Log pseudolikelihood -17984
Wald Chi2 for global significance (p-value) 0.000
RESET Test J = 2 (p-value) 0.053

Table 4: Average partial effects (APE) for a selected group of covariates.

Note: ***p ≤ 0.01, ** p ≤ 0.05, * p ≤ 0.1. Numerical variables are scaled into Z-scores. APE for

relevant nonlinearly included variables are detailed in Figure 3. APE of determinants with multiple cat-

egories where most of the categories are not significant at the 5% level are not displayed. This is the

case of c roadac (no relevant categories), hh shk sevare 1 (only nature, agriculture and economic shocks

are relevant), ind migration (only from urban area is relevant), head mstat (only single is relevant), and

ind ethnic (only Yoruba, Adja and Peulh are relevant). For c healthcom and c electric, included with

interactions for c water, APE are displayed for absence of water network. Complete results are available

from the authors upon request.

beyond which the deteriorating effect lessens slightly, while the FRM suggests an inversion

of the partial effects at size 19 (Figure 3), very close to that of ALE. These results are

in line with the literature that suggests some scale economy for higher household size

[e.g. 27]. Additionally, the ALE plots suggest a nonlinear decline in well-being as child

dependency increases, with some beneficial effects for ratios higher than 250 and up to

350, after which the effects become more severe. Due to its specified quadratic functional

form, the FRM only suggests beneficial partial effects after the ratio of 400 (Figure 3).
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Both parametric and nonparametric models indicate that individuals in female-headed

households (head sex) experience greater well-being, as shown by the APE and the ALE

plots. This variable is interacted with the variables measuring education (head educ) and

the variable indicating the reception of financial support (hh fin access).

Increasing education of either the head of the household or the mother leads to an

increasing reduction of deprivation, with more pronounced effects for female (male) heads

of household in the former (latter) measurement of education. Interestingly, APE suggest

that differences between the effect of education according to the head of household gender

are attenuated as the level of education increases. Notice that for education of the head

of household (the mother) at the primary level, being a female (male) head of household

promotes a reduction of MPM approximately 3 times higher than in male (female) headed

household. For secondary education, one partial effect doubles the other, and for higher

education, the effect of both genders becomes similar, concerning the head of household

education, while the intergenerational effect of female education, for male and female

household heads, is almost the double for that of males. This suggests that the inter-

generational benefits of having an educated mother offer greater impact for male headed

households, with the difference for female headed households remaining high as education

rises. Conversely, education of the head of household offers more benefits for female

headed households, but the differences relative to males tend to vanish at a higher rate

as the level of education is improved.

APE and ALE plots suggest that working in an economic sector other than the pri-

mary sector improves the welfare condition in Benin. While this result is in line with

literature, unintuitively, households with inactive and unemployed head of household ex-

hibit negative effects on MPM. The association of unemployment with higher welfare

was identified in the descriptive statistics of section 4: heads in poorer households might

resort to underemployment activities in subsistence agriculture for survival. On the other

hand, the absence of access to the financial sector increases deprivation, as expected. An-

other positive, and thus adverse effect on MPM emerges from the absence of remittances

(hh trf receive), but only in households led by men. Households led by women remain

unaffected.

Natural conditions of the region have significant effects on MPM. The results suggest

that living in a low rainfall, Sudan-Sahelian area, as opposed to high rainfall regions,

increases deprivation, as it has the highest worsening effect on welfare among the agroe-

cological zones, despite the production of cotton in the area. This adverse effect is even

more pronounced than the negative impact of merely residing in rural areas. Concerning

migration, it appears that individuals who migrate from urban areas are less likely to

experience poverty.
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Figure 4: ALE Main Effects of Regressors on MPM. Note: For binary variables: 1 = Yes,

Urban or Male; and 2 = No, Rural, or Female.
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Finaly, the ALE plots indicate that polygamous and single household heads are associ-

ated with worse welfare conditions, whereas FRM exhibit a negative APE for households

led by a single head, relative to polygamous household heads. Also, both models cor-

roborate that being classified in the Peulh ethnic group has the highest negative effect

on the individuals’ well-being, while the Yoruba ethnic group is associated with better

outcomes. Additionally, an agricultural shock has the highest negative impact on well-

being among various shocks, followed by nature shocks, and individuals in communities

without a school committee are more likely to face lower well-being. Both models also

corroborate that the absence of basic public infrastructures, such as water and electricity

networks in the community leads to higher level of deprivation.

Figure 5: Variable Importance given by absolute APE and SHAP values. Note: Red bar

= negative APE; blue bar = positive APE; black bar = no direction of effect.

5.3 Variable importance

Concerning the variables importance, Figure 5 depicts the most important regressor ef-

fects for each model. Both models indicate that education (of the household head and

individual’s mother), financial access, agroecological zone, household size, and employ-

ment sector are among the most important variables. Variables with highly nonlinear

effects (inequality and age) are ranked among the top 15 most important variables only

in the random forest model. In addition, only the random forest models deemed the non-

linear effect of the child dependency ratio to be among the most important. Moreover,

this nonparametric model, by computing more complex interactions between variables,
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was able to present a wider range of important variables. On the other hand, only the

parametric model considers ethnicity and employment status among the top 15 factors.

Finally, changing the focus to a poverty-targeting approach, Figure 6 depicts the 15

most important indicators of the poverty profile in 2018/2019 for Benin. By considering

the complete set of 231 potential determinants, one covers a variety of possible factors,

which the parametric regression model, due to the need to use a restricted group of

regressors, does not incorporate. Some of the most important regressors examined in

the context of the restricted set of regressors are still suggested in the outcomes of the

poverty profile, such as household size, education (of both household head and individual’s

mother), child dependency ratio, financial access, and employment sector.

Figure 6: Most important indicators of poverty profile of Benin according to SHAP values

for 2018/2019. Note: HH = Household.

The five most important indicators of the poverty profile, based on the large dataset,

are household size, food diversification, head of the household without formal education,

households that gather wood for home cooking and the child dependency ratio. Household

size and dependency ratio reflect the structural characteristics of the household. Large

families with many children are naturally at greater risk of deprivation. On the other

hand, education is one of the main determinants of poverty, strongly present in previous

literature and in the FRM estimated for Benin. Food diversification and the fact that

the household collects firewood for cooking are indicators linked to food deprivation,

which can be considered one of the most visible and dramatic faces of poverty. This
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is why the end of hunger is the second Goal in the list of 17 Sustainable Development

Goals of the United Nations 2030, following Goal 1 of ending poverty. Furthermore,

since the country is heavily reliant on agriculture and poorer families are dependent on

subsistence agriculture, it is not surprising that farm land possession and the number of

plots cultivated appear in the top 10 indicators.

6 Discussion and concluding remarks

This paper uses a fractional regression model as a new econometric tool to analyze mul-

tidimensional poverty phenomena and complements its results with the outcomes from a

nonparametric machine learning model. For the first time in poverty analysis, ALE plots

are used to understand the potential determinants of poverty according to a machine

learning model. The machine learning model further addresses poverty prediction, the

traditional issue of interest of the literature in this area, using a large set of covariates.

Building on individual cross-sectional data, our analysis of multidimensional poverty

in Benin suggests that, in most cases and with a limited set of regressors, both paramet-

ric and nonparametric models generally convey the same insights in explaining poverty.

However, as expected, the predictive performance of the random forest models surpasses

that of the fractional regression model. The direction of the effects validates the use

of machine learning techniques to provide insights into the determinants of poverty, be-

yond the advantage of improved predictive performance. Simultaneously, it confirms

the robustness of fractional regression models in providing a comprehensive view of the

relationship between potential explanatory factors and the poverty measure.

Complex, nonlinear effects are evident in the ALE shapes based on random forest

analysis, particularly for inequality and the age of the head of household. These effects

are also observed, albeit on a smaller scale, for household size and the child dependency

ratio. The fractional regression model indicates that the age of the head of household

is not statistically significant. This may be attributed to its parametric functional form,

which limits the flexibility of the specified quadratic relationship for these variables, or

it may reflect the fact that, despite the shape displayed by the ALE plots, the effects of

age are not statistically relevant. Moreover, SHAP values based on random forest rank

variables with highly nonlinear effects, such as inequality and the age of the household

head, along with the child dependency ratio, among the top 15 determinants of poverty.

However, despite the flexibility of random forest techniques to incorporate a wide range

of interactions between explanatory variables, their results do not explicitly reveal those

interactions. In contrast, the fractional regression model yields intriguing conclusions,

particularly regarding the effects of education. While previous literature identifies edu-
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cation as a primary determinant of poverty, this paper demonstrates that, in Benin, the

beneficial effects of education vary based on the gender of the head of household. Specified

interactions indicate that the benefits of educating mothers extend intergenerationally,

particularly in male-headed households. However, the education of the household head

has a greater impact in female-headed households, with this gender difference converg-

ing at higher levels of education. These results underscore the importance of addressing

gender inequalities in education, particularly by increasing access to female education, to

effectively reduce poverty in the country.

Other significant determinants of welfare in Benin include household size, employment

sector, financial access, and agroecological zones. While the importance of the first three

factors is well established in the literature, the relevance of natural conditions arising from

agroecological zones in explaining multidimensional poverty highlights the urgent need for

climate change policies to address poverty in the long term. This is particularly crucial in

a country heavily reliant on agriculture, where natural disasters and agricultural shocks

are more significant determinants of deprivation than idiosyncratic shocks to households.

Finally, machine learning analysis using a large set of regressors identifies structural

characteristics of the household (such as size and the proportion of children), education,

and indicators of food deprivation and/or malnutrition (including food diversification

and the collection of natural resources for cooking) as the most important predictors of

multidimensional deprivation in Benin. This large-scale analysis of potential determinants

reveals new indicators beyond those identified in the analysis based on a limited set of

regressors, emphasizing the importance of addressing food insecurity and malnutrition as

part of policies aimed at alleviating and reducing poverty in the country.

In general, the combination of parametric and nonparametric models employed in

this paper demonstrates the potential of this integrated methodology for analyzing mul-

tidimensional poverty measures at the individual level. The parametric models provide

statistical significance and interpretable interactions, while the flexible shapes produced

by ALE and the ability of SHAP values to capture a diverse range of determinants in

datasets contribute to a rich and adaptable framework for explaining and predicting

poverty.
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Appendix

MPM construction framework

The MPM is based on three equally weighted dimensions as in the World Bank ap-

proach [47; 17]. A monetary dimension is combined with two non-monetary dimensions,

education and basic infrastructures. Indicators in each dimension are parameters for de-

privation cut-off, defined as 1-0 variables, where ”1” means the individual or household

is deprived in that indicator. Each of these parameters receives a weight, defined in Ta-

ble A.1. All indicators are addressed at household level, meaning that all individuals in

the same household would be classified, for instance, deprived in education if at least one

individual in that household is deprived in one of the indicators of that dimension.

Dimension
Dimension

weight
Deprivation cut-off parameter

Parameter

weight

Monetary 1/3 Percentiles*

[0 0.25] 1/3
]0.25 0.50] 0.8× 1/3
]0.50 0.75] (0.8)2 × 1/3
]0.75 1.00] (0.8)3 × 1/3

Education 1/3 At least one
School-age child up to the age of grade 8 is not

enrolled in school

1/6

Adult in the household (age of grade 9 or above)

did not complete primary education

1/6

Basic infrastructure 1/3
Household

lacks access to

Potable water in dry season 1/18
Potable water in rainy season 1/18
Healthy toilets 1/9
Electricity 1/9

Table A.1: MPM - Dimensions, Indicators, and Weights.

Note: Adapted from [17]. *Percentiles of national monetary poverty ratio per per-

son in the interval [0,1]. This ratio corresponds to per capita total consumption ex-

penditure to national poverty line. Values >1 indicate non-monetary poor individual.

Monetary poverty results from weighting based on the quartile where the monetary

poverty ratio of the poor individual/household is classified. Thus, the maximum weight

of this dimension (1/3) is attributed to poor individuals/households falling in the first

quartile, decreasing until the fourth quartile, where the weight reaches a value close to

1/6. Non-monetary poor individuals/households have 0 weight in all four quartiles. The

national poverty line is used to define monetary poor households/individuals. In the

dimension of education, the parameter cut-off for primary education considers at least

one adult living in the household (instead of all adults) with age of grade 9 or above,

allowing to have a MPM where not deprived individuals or households do not face any

type of deprivation at the three dimensions. In the basic infrastructure dimension, the

readily available data regarding drinking water and sanitation are used, which states if

the first is potable or not and if the second is a healthy toilet or not.
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Model Estimation

Variables Coef. SE Variables (cont.) Coef. SE
head age 0.000 0.01 hh trf receive (base = Yes) 0.040** 0.02
head age2 0.000 0.00 hh fin access (base = Yes) 0.257*** 0.02
hh size 0.194*** 0.01 hh shk severe 1 (base = None)
hh size2 -0.029*** 0.01 Shk Household 0.028 0.02
hh depratio c 0.109*** 0.01 Shk Nature 0.077*** 0.02
hh depratio c2 -0.019*** 0.00 Shk Agriculture 0.072*** 0.03
c inequality 0.019** 0.01 Shk Income 0.036 0.05
geo aez (base = High rainfall...) Shk Economic -0.044* 0.03
Transition, cotton. . . 0.274*** 0.02 Shk Business 0.020 0.04
Medium rainfall, cotton. . . 0.310*** 0.03 Shk Insecurity -0.061 0.04
Low rainfall, cotton. . . 0.376*** 0.03 Shk Other 0.039 0.10
Cotonou -0.090** 0.04 c roadac (base = Tarred road)
geo urbrur (base = Urban) 0.041*** 0.02 Laterite road -0.011 0.02
head sex (base = Male) 0.089*** 0.03 Track -0.002 0.02
head educ (base = No education) Sea, river, lake -0.038 0.04
Primary education -0.139*** 0.02 Other 0.048 0.03
Secondary education -0.229*** 0.03 c schoolcom (base = Yes) 0.040*** 0.02
Higher education -0.593*** 0.04 c electric (base = Yes) 0.106*** 0.03
ind edu mother (base = No education) c water (base = Yes) 0.105*** 0.03
Primary education -0.262*** 0.02 c healthcom (base = Yes) -0.050** 0.02
Secondary education -0.315*** 0.02 head sex*head educ
Higher education -0.614*** 0.06 Female & Prim. educ. -0.338*** 0.05
head emp sector12m (base = Primary sector) Female & Sec. educ. -0.279*** 0.06
Secondary sector -0.104*** 0.02 Female & Higher educ. -0.191 0.13
Service sector -0.167*** 0.02 head sex*ind edu mother
Inactive -0.102*** 0.04 Female & Prim. educ. 0.183*** 0.03
Unemployed -0.355** 0.17 Female & Sec. educ. 0.163*** 0.04
head mstat (base = Polyg. Married) Female & Higher educ. 0.251* 0.13
Monog. Married 0.006 0.02 head sex*hh trf receive (Female & No) -0.065** 0.03
Common-law union -0.020 0.05 head educ*head emp sector12m
Divorced, Widowed 0.013 0.03 Sec. educ. & Sec. sector -0.070 0.05
Single 0.104*** 0.04 Sec. educ. & Service sector -0.071* 0.04
ind ethnic (base = Other) Sec. educ. & Inactive -0.167*** 0.07
Yoruba -0.093** 0.04 c electric*c water (No & No) -0.063* 0.03
Adja 0.107*** 0.02 c water*c healthcom (No & No) 0.055** 0.03
Peulh 0.203*** 0.04 Constant -0.290*** 0.04
Fon 0.018 0.02
Bariba -0.023 0.03
ind migration (base = Not migrated)
Rural area 0.018 0.01
Urban area -0.057*** 0.02
Foreign country -0.020 0.02
Number of obs 42343
Log pseudolikelihood -17984
Wald Chi2 for global significance (p-value) 0.000
RESET Test J = 2 (p-value) 0.053

Table A.2: Fractional Probit Model. Note: ***p ≤ 0.01, **p ≤ 0.05, *p ≤ 0.1; SE =

cluster-robust standard errors.
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