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Abstract
We investigate whether time pressure exacerbates or mitigates bubbles in lab-
oratory experiments. We find that under high time pressure price volatility is
lower and market prices are closer to their fundamental value. This is due to
participants using simpler adaptive forecasting strategies, instead of the self-
reinforcing extrapolative expectations that they use under low time pressure,
and which are conducive to the emergence of bubbles. In addition, by substan-
tially increasing the number of decision periods in our experiment we find that
in the long run prices eventually tend to converge to their fundamental value,
also in the absence of time pressure.
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1 Introduction

Expectations play a crucial role in economics due to their profound influence on

decision-making. Individuals rely on their expectations about the future to make

choices today, whether it is the consumption or production of goods and services,

investments in the financial market, or the purchase of real estate. Aggregate choices

shape economic outcomes, which will be one of the determinants of the decision-

makers’ expectations about the future. A thorough understanding of this feedback

loop between expectations and market outcomes is important for evaluating the func-

tioning of markets and predicting the effect of economic policies. As a shortcut

through this feedback loop, one may assume that expectations are always formed

rationally, consistent with the underlying economic model. However, this view has

been challenged by experimental evidence (Palan, 2013; Duffy, 2016) as well as survey

evidence (Case and Shiller, 2003; Coibion et al., 2018). Furthermore, recent theoreti-

cal work has shown that extrapolative expectations can become self-fulfilling, at least

temporarily (Fuster et al., 2010; Anufriev and Hommes, 2012; Barberis et al., 2018).

The impact of these extrapolative expectations is especially pronounced in demand-

driven asset markets where they can lead to large and apparently persistent price

deviations from the underlying fundamentals, which has been confirmed in a series

of laboratory experiments (Hommes et al., 2005, 2008, 2021; Kopányi-Peuker and

Weber, 2021).

This paper contributes to a deeper understanding of forecasting in self-referential

financial markets. It is motivated by two observations. Firstly, the existing literature

on expectation formation has largely overlooked the role of decision time available

to decision-makers. However, in financial markets, the ability to respond quickly to

perceived profit opportunities is crucial for traders’ success. This is evident not only

from the fast-paced nature of open outcry exchanges on trading floors, where market

prices respond to news announcements within seconds (Busse and Green, 2002), but
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also from the proliferation of high-frequency trading which employs algorithms that

enable rapid trades and operate with a short-term horizon. Traders in financial mar-

kets therefore often face substantial time pressure, which may impact their behavior

and affect market dynamics.

Secondly, experimental research on forecasting typically focuses on behavior in

stationary market environments for relatively short time spans, typically 50 decision

periods or less. However, recent experimental work in other domains, e.g., Friedman

et al. (2015), suggests that this may not be sufficient to capture all aspects of learn-

ing and market dynamics. It is therefore of interest to investigate whether the main

findings regarding expectation formation hold true over a larger number of decision

periods or merely correspond to transitory phenomena. By examining the long-run

dynamics of expectation formation and market outcomes, we can gain valuable in-

sights into the stability and sustainability of expectation-driven behaviors in financial

markets.

In this paper, we present the results of a Learning-to-Forecast (LtF) experiment

aimed at studying the impact of time pressure on the emergence of asset price bubbles

and at investigating their persistence. To that end (i) we vary, between treatments,

the time available to participants for making each decision; and (ii) we extend, within

each treatment, the number of decision periods from 50 to about 150.

LtF experiments have recently gained significance in studying financial markets

and macroeconomic models, as highlighted in comprehensive surveys by Hommes

(2011) and Hommes (2021), respectively. These experiments focus solely on par-

ticipants’ ability to forecast future prices, with computerized agents executing cor-

responding trades. These automated agents rely on participants’ price forecasts to

make supply and demand decisions, while market clearance is governed by the ex-

perimental software. By separating forecasting from trading tasks, LtF experiments

enable researchers to obtain clean information about participants’ forecasts and to
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analyze their influence on market outcomes, considering the self-referential nature of

financial markets.1

A robust finding from LtF asset pricing experiments is the endogenous emergence

of bubbles and crashes (e.g., Hommes et al., 2008). This pattern has been replicated

under various conditions, such as in large groups of up to 100 participants per mar-

ket (Hommes et al., 2021) and when participants are experienced with the decision

environment (Kopányi-Peuker and Weber, 2021).2 Bubbles and crashes also emerge

in the presence of stabilizing ‘fundamentalist’ robot traders (Hommes et al., 2005).

Our experimental data reveal that time pressure has a mitigating effect on the oc-

currence of bubbles and crashes, particularly in the first 50 periods of the experiment.

To identify the underlying mechanism, we examine the prediction rules participants

use. We find that under low time pressure, which provides a setting comparable to

previous LtF experiments, participants tend to rely on rules that extrapolate trends

in past asset prices. When prices increase, most participants expect a further price

increase. The increased price expectation leads to more demand for the asset from the

(computerized) traders, resulting in an instantaneous increase in the market clearing

price. Participants’ expectations of rising prices are thus confirmed, reinforcing their

prediction strategy and ultimately contributing to a large bubble in asset prices. In

contrast, under high time pressure, participants tend to adopt simpler prediction rules

that are typically based only on the last observed price and inhibit the emergence of

1While our paper reports on an experiment in an asset pricing environment, it is worth noting
that LtF experiments have been conducted in macroeconomic settings as well, with pioneering
contributions by Marimon et al. (1993); Marimon and Sunder (1993, 1994), and recent experiments
presented in Assenza et al. (2021); Mokhtarzadeh and Petersen (2021); Kryvtsov and Petersen (2021).
Note that time pressure and long-term dynamics are clearly not exclusive to financial markets but
have broader relevance.

2Kopányi-Peuker and Weber (2021) also show that bubbles and crashes emerge with experi-
enced participants when these participants actively trade assets as in the experimental design of
Smith et al. (1988). The similarity in aggregate market outcomes between LtF experiments and
so-called Learning-to-Optimize experiments, where participants are trading (instead of only fore-
casting) is further supported by the experiments presented in Bao et al. (2017) and Arifovic et al.
(2019). Moreover, Carlé et al. (2019) and Füllbrunn et al. (2022) find that forecasting behavior in
experimental asset markets with trade is generally in line with participants’ trading behavior.
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bubbles.

We also find that in the long run the effect of time pressure is somewhat reduced.

On the one hand, when participants have sufficient decision time, the incidence and

size of bubbles and crashes diminish over time, providing evidence that the patterns

found in earlier experiments, which lasted for about 50 periods, have a transitory

character. However, convergence is fragile, and bubbles may sporadically re-emerge.

On the other hand, in markets where participants have limited decision time, bubbles

sometimes endogenously emerge later in the experiment. As participants adjust to

higher time pressure, they may learn to use extrapolative forecasting rules.

Literature Review

By studying expectation channels that may facilitate price bubbles and subsequent

crashes, we contribute to a large financial literature documenting repeated bubble-

and-crash dynamics in real markets (see Phillips et al., 2011, 2015 for bubbles in

stock markets, Cheah and Fry, 2015; Corbet et al., 2018, for bubbles in crypto-

markets, and Case and Shiller, 2003; Case et al., 2012, for bubbles in housing mar-

kets). These boom-and-bust cycles in asset prices have been successfully replicated in

laboratory experiments with paid human subjects under a wide variety of conditions

(see Hommes, 2011 and Palan, 2013 for overviews). However, participants’ decisions

in these experiments are usually made in the absence of time pressure. In addition,

the number of trading periods is typically low, making it difficult to evaluate whether

experimental bubbles are persistent or are of a more transient nature so that they

may disappear over time.

Despite its long-standing tradition in psychology, the use of laboratory experi-

ments to study the effects of time pressure on decision-making is relatively new in

economics (see Spiliopoulos and Ortmann, 2018, for an excellent review). The study

closest to ours is Moritz et al. (2014), which presents an experiment where partici-
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pants repeatedly predict the next realization of an exogenous time series. The authors

show that forecasting performance decreases under time pressure. Ferri et al. (2021)

investigate the effect of time pressure in the classic Smith et al. (1988) asset market

experiment. Their findings indicate that market prices are on average below funda-

mental values. However, higher time pressure leads to positive deviations from the

fundamental value, in particular at the beginning of the experiment, and also increases

price volatility. Kocher and Sutter (2006) provide further evidence that time pressure

may impede decision-making quality. An increase in time pressure slows down con-

vergence to the Nash equilibrium in a beauty contest experiment. In contrast to these

studies, we find that time pressure enhances forecasting performance.3 Specifically,

under higher time pressure participants switch to simpler forecasting strategies (e.g.,

conditioning the forecast on the last observed price instead of extrapolating a trend in

previous prices) and these strategies tend to stabilize the dynamics of realized market

prices, thereby facilitating their predictability.4

Our results are consistent with adaptive decision-making theory, see Payne et al.

(1993). For example, Payne et al. (1988) and Rieskamp and Hoffrage (2008) demon-

strate that in individual decision-making problems, participants adapt to high time

pressure by using less complex decision rules. Spiliopoulos et al. (2018) extend these

findings to decision problems involving strategic interaction. In our post-experiment

questionnaire, participants reveal that they rely on simpler rules under high time

pressure. This is confirmed by the prediction rules we estimate from the experimen-

tal data. Gigerenzer and Goldstein (1996) and Goldstein and Gigerenzer (2009) show

that simple decision or prediction rules may outperform complex rules. This is also

the case in our experiment.

3Lindner and Sutter (2013) also find that under higher time pressure participants’ decisions are
closer to the mixed strategy Nash equilibrium in the ‘11-20 money request game’, but the authors
suggest that this may be coincidental.

4The finding that people tend to use less information under time pressure is referred to as “fil-
tration” in the psychological literature (e.g., Zur and Breznitz, 1981).
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To an extent, our results are also consistent with dual-process theory, see, e.g.,

Stanovich and West (2000); Kahneman (2003). This theory assumes people make

decisions through either a fast and automatic process relying on intuition (System

1) or a slower and more deliberate process (System 2). Some previous experimental

evidence suggests that System 1 is dominant under higher time pressure (Moritz et al.,

2014; Ferri et al., 2021). The scores of our participants on the Cognitive Reflection

Test (Frederick, 2005) indeed suggest that the use of System 1 is more prevalent under

high time pressure than under low time pressure.

Earlier LtF experiments run for maximally 50 consecutive periods except for those

LtF experiments divided into separate blocks. Bao et al. (2012), for example, employ

65 periods with a structural change in the asset’s fundamental value in periods 21

and 44. Kopányi-Peuker and Weber (2021) study the effect of experience in an LtF

experiment by running three consecutive repetitions with a duration of 28, 32, and

26 periods, respectively. In both studies, bubbles occur also in the later stages of the

experiment.

In these earlier experiments, the number of periods appears to have a limited

impact on the viability of bubbles. However, in our experiment, which consists of

approximately 150 periods per block and is considerably longer than previous LtF

experiments, we see that bubbles eventually tend to disappear in the low time pres-

sure treatment.5 The number of decision periods has shown a similar effect in other

decision environments. Berninghaus and Ehrhart (1998), for example, present an

experiment on the minimal effort game and find that increasing the number of rep-

etitions helps participants to coordinate on the Pareto dominant equilibrium. In

contrast to earlier (but shorter) market entry experiments, Duffy and Hopkins (2005)

5In experiments where the asset is traded, in the tradition of Smith et al. (1988), trade typically
takes place for around 15 periods with bubbles and crashes being a very robust feature. These
bubbles persist for trade experiments with more periods. Lahav (2011) lets participants trade assets
for 200 periods and finds multiple bubbles in prices until the end of the experiment. Smith et al.
(2014) run an experiment with 50 trading periods and find a single bubble and crash pattern in
most of their markets.
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observe a tendency for participants to coordinate on one of the asymmetric pure strat-

egy Nash equilibria in a market entry experiment repeated 100 times. However, it

takes almost all 100 periods for convergence on such an equilibrium to occur. Finally,

Friedman et al. (2015) consider Cournot games repeated for 1200 periods, with group

rematching after each 400 periods. Consistent with earlier contributions, quantities

approximate the competitive outcome (characterized by zero payoffs) in the initial 50

periods. However, this behavior turns out to be transient, as quantities fall below the

Cournot-Nash equilibrium level or even approach collusive levels in the long run.

The remainder of this paper is organized as follows. In Section 2, we outline

the experimental design and the hypotheses to be tested. We discuss our results

in Section 3 and provide some concluding remarks in Section 4. Supplementary

information, including the experimental instructions and additional data analyses,

can be found in the appendices.

2 Experimental design

The experiment was conducted in the CREED laboratory of the University of Ams-

terdam.6 In total 186 subjects participated in 12 sessions encompassing three different

treatments. None of the subjects took part in more than one session. The sample of

participants was fairly gender balanced (54% females), with an average age of 22 (see

Table D1 in Internet Appendix D). Most participants (65%) were enrolled in a study

program from the Economics and Business faculty of the University of Amsterdam.

The experimental sessions lasted for about two hours, and average earnings (including

a show-up fee) were e27.64, ranging from e13 to e40.

The experimental setup is based on the classical asset-pricing model with hetero-

geneous expectations (see Campbell et al., 1997 and Brock and Hommes, 1998) and

is similar to the LtF experiments in Hommes et al. (2005, 2008). We follow their

6The experimental software, programmed in oTree (Chen et al., 2016), is available upon request.
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design to focus solely on the implications of time pressure and long-run dynamics. In

our experiment, several institutional traders invest their wealth in a financial market

comprising a risk-free asset and a risky asset. Each human participant assumes the

role of an “advisor to a pension fund” as explained in the instructions. They do not

trade but only make price forecasts that the fund they advise uses to determine its

demand for the risky asset. The price of the risky asset is determined by the forecasts

of the human participants and some additional robot traders, and reported to the

participants. Subsequently, the subjects make a point forecast for the next period,

and this process continues for multiple periods. Each participant is paid based on the

accuracy of their own forecasts, as explained below.

Before presenting the treatments in Section 2.3 and the hypotheses in Section 2.4,

we discuss the price-generating mechanism of the model and the experimental proce-

dures and software in the next two sections. Complete experimental instructions can

be found in Internet Appendix C.

2.1 The price generating mechanism

As previously mentioned, there are two assets in the market. The risk-free asset pays

a fixed interest rate r > 0 per period. The infinitely lived risky asset pays dividend

yt in period t. The dividend is independently and identically distributed (IID) with

an expected value ȳ. The price of the risky asset pt is endogenously determined by

the aggregate demand and aggregate supply of the asset. In this market setting, all

traders are assumed to be myopic mean-variance maximizers with full information

about the dividend process. The model can then be solved for the market clearing

price pt, see Appendix A. There we show that traders’ demand for the risky asset is

an increasing linear function of the expected return pei,t+1+ ȳ−(1+r)pt, where p
e
i,t+1 is

trader i’s expectation for the price in period t+ 1. This expectation is formed at the

beginning of period t, prior to the realization of the market clearing price pt. In the
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experiment participants’ task is to provide these price expectations for their trader

(pension fund).

There are two types of traders in each experimental market: six large pension

funds, each advised by one of the participants, and a fraction nt ∈ [0, 1) of com-

puterized ‘robot’ investors. The underlying predictions for those ‘robot’ investors

represent the fundamental price, given by the discounted expected value of all future

dividends.7 For our IID dividend process, the fundamental price of the risky asset is

pf =
ȳ

r
. (1)

Depending on the composition of the market, the market clearing price in period t is

then given by

pt =
1

1 + r

[
(1− nt)p̄

e
t+1 + ntp

f + ȳ
]
, (2)

where p̄et+1 is the average expected price for period t+1, averaged over all human

participants in the market that submitted their predictions in period t. Using Eq.

(1), we can rewrite Eq. (2) as

pt − pf =
1− nt

1 + r

(
p̄et+1 − pf

)
. (3)

Therefore, the price deviation from the fundamental value in period t is positively

related to the price deviation that the participants expect for period t + 1. In other

words, there is positive expectations feedback between predicted and realized asset

prices. If traders expect the price to go up, they start buying the asset to reap the

benefits from potential capital gains. This rise in demand for the risky asset instan-

taneously drives up its market clearing price. As the right side of Eq. (3) decreases

7Our computerized robots are therefore similar to so-called “value investors” in financial markets.
The use of robot traders in experimental asset markets is fairly common (e.g., Bloomfield and O’Hara,
1999; Veiga and Vorsatz, 2010). In our experiment, as previously in Hommes et al. (2005), these
robot traders play a stabilizing role.
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with nt, the expectation feedback is mitigated by robots, representing fundamental-

ists in this market. As in Hommes et al. (2005), we assume that these fundamentalists

become more active as the price diverges further from its fundamental value and set

nt = 1− exp

(
− 1

20

∣∣∣∣pt−1 − pf

pf

∣∣∣∣) . (4)

As a result, the impact of the robots grows with the extent of mispricing. The

fundamentalist robots serve as an endogenous mechanism that inhibits bubbles from

growing indefinitely.8 However, specification (4) ensures that the mispricing must be

substantial for the fundamentalist traders to become active. Even when the price is

twice as high as the fundamental value, the robots’ aggregate weight is below 5%.

This is less than one-third of the weight of each human participant’s prediction.9

2.2 Experimental procedure and software

Upon arrival in the lab, participants receive instructions, both on paper and on their

computer screens. The instructions (Internet Appendix C) provide participants with

background information about the market environment, their task, the structure of

the experiment, and how their payoffs will be determined.

Following the standard experimental protocol for LtF experiments (Hommes,

2011), each participant assumes the role of a financial advisor to a fund that has

to decide how to divide its wealth between a risky and a risk-free asset over a number

of consecutive periods. The fund’s decision depends on the future price of the risky

8Many LtF experiments (Hommes et al., 2008, 2021) do not incorporate robot traders, and the
price follows Eq. (2) with nt ≡ 0 for all t. In all these studies, the price bubbles emerge early
and grow until they hit an artificial upper bound, typically set at 1 000. Participants are informed
about this upper bound only when they try to submit a prediction that is higher than this bound.
In our experiment, the upper bound is set to 10 000. Due to the presence of robot traders in our
experiment, it is never reached. The highest price in our experiment equals 2 504. See also footnote
13.

9The average weight of the robots in our experiment, over all periods and all groups, is about
2%. In only about 0.4% of the 9393 periods in our experiment, the weight nt is larger than 25%.
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asset, and the participants’ objective is to predict that price as accurately as possi-

ble. Although participants are not explicitly given the equations (2) and (4), they

do know that the realized price is determined through the equilibrium between the

aggregate demand of all funds and a fixed supply of the risky asset.10 In addition,

participants are informed that higher price forecasts lead to increased investment in

the risky asset by the fund they advise. They are also informed that some of the

other funds in the market are advised by other human participants, and some use a

fixed investment strategy.

The instructions explain that the experiment consists of two phases of price fore-

casting and concludes with a brief questionnaire. In both phases, participants are

tasked with predicting the price for a large number of consecutive periods. They are

informed that the number of periods is between 120 and 180 in each phase. The

range is provided to prevent strategic effects that may arise toward the end of each

phase. The instructions emphasize that the time to make each forecast will be limited,

participants may also experience a “waiting” time between decisions (Section 2.3),

and that the waiting and decision times, market parameters, and market composition

remain constant during each phase but might be different between phases.

Earnings are based on participants’ forecasting accuracy and are determined as

follows. At the end of the experiment, the computer program randomly chooses 10

periods from the first phase and 10 periods from the second phase for payment. The

aggregate points accumulated during these 20 periods determine the participant’s

payoff. If period t is selected, the number of points et for this period is based on the

participant’s absolute prediction error in this period as follows

et =
200

1 + |pt − pet |
, (5)

10Sonnemans and Tuinstra (2010) show that exact knowledge of the price-generating mechanism
in LtF experiments does not affect forecasting behavior and price dynamics.
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Figure 1: An example of the computer screen. The graph shows past predictions (blue) and
past prices (red). The table provides the same information, and in addition, the “Potential
earnings”, that is, the points for each period if that period is selected for payment (using
Eq. (5)). A prediction can either be typed into the box in the top middle of the screen
or indicated by clicking the mouse button on the graph in the lower part. In the H and
L treatments, the prediction is submitted automatically as the decision time runs out. To
submit the prediction in theHS treatment, participants must either press the ’Enter’ button
on the keyboard or click the blue ‘Submit’ button on the top of the screen.

where pet is the participant’s prediction for price pt. If in period t, et = 0. We

choose the hyperbolic scoring rule (5), as it provides strong incentives to submit the

exact forecast, by penalizing even small forecasting errors. A graphical representation

of this scoring function can be found in Internet Appendix C, as included in the

instructions provided to participants. Our payoff structure ensures that participants

have a strong incentive to be accurate in each period, regardless of their performance

in other periods. The total number of points earned is converted at a rate of one euro

per 100 points at the end of the experiment. A participant can earn between 0 and

2 euros per period, summing up to e40 for the entire experiment. In addition, every

participant receives a e10 show-up fee.

After reading the instructions and completing a short comprehension test, par-

ticipants engage in a practice round to familiarize themselves with the software.11

11In this practice round, participants are presented with a pre-determined time series of prices
and past predictions and have to choose predictions for several periods. Predictions do not impact
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Fig. 1 provides an illustration of the interface.12 Predictions can be submitted by

either typing a number in the submission box at the top of the screen or by clicking

with the computer mouse in the area of the main graph.13 In the latter case, the

value selected appears as the prediction both in the graph and in the submission box.

The value can be changed by clicking on different points, and participants are free to

change predictions as often as they like within the decision time. Once the decision

time expires, the value in the submission box is automatically selected as the price

prediction in treatments L and H. In the HS treatment, a blue ‘Submit’ button is

added to the screen next to the prediction box. The computer program considers the

prediction from the submission box only when this button is clicked or, alternatively,

when the ‘Enter’ button on the keyboard is pressed.

Our sessions consist of either 6, 12, or 18 participants.14 Once all participants

have completed the practice round, the computer randomly forms groups of six par-

ticipants, and the first phase starts. The starting screen announces the interest rate

r, the mean dividend y, and the decision and waiting times. This information remains

visible in the upper part of the screen throughout the entire phase, accompanied by

a countdown timer. The realized price for period t=1 is determined by participants’

predictions for period t = 2. Thus, participants start out with two predictions, for

periods 1 and 2.15 Then, at each period t>1, every participant can submit their pre-

diction for the price at t+1. The computer interface features a graph displaying the

prices in the practice round.
12This is an example of the screen shown in period 22 of treatment HS.
13Participants can choose any value in the interval (0, 10 000] up to two digits. Following previous

LtF studies, our experiment does not mention the upper limit of 10 000 in the instructions and
only informs subjects when their predictions exceed this upper limit. We find that out of the 186
participants only five chose one or more predictions that were at least once reasonably close (i.e.,
within 5%) to this upper bound.

14The total number of participants in one session depends on the turnout rate and has to be a
multiple of six. There are eight sessions with 18 participants, three sessions with 12 participants,
and one session with six participants.

15There are no fundamentalist robots at t=1. To limit dispersion in the initial predictions, the
instructions mention that the first two prices in the first phase are “likely to lie between 0 and 200”
and that the first two prices in the second phase are “likely to lie between 0 and 100”. These ranges
include the fundamental price of 126.4 in the first phase and 71.2 in the second phase (Section 2.3).

13



participant’s own predictions (blue) and the realized asset prices (red) for the most

recent 20 periods (Fig. 1). A smaller graph in the upper left of the screen depicts the

entire time series from the beginning of the phase. The vertical axis of both graphs

automatically adjusts to accommodate increases in prices or predictions beyond the

current scale. Additionally, a table on the right-hand side presents the participant’s

own predictions, the realized prices, and the number of points per period computed

using Eq. (5). The latter are called ‘Potential Earnings’ on the screen as they are

only earned if the corresponding period is chosen for the final payoff. At the end of

the phase, the screen notifies participants that they are entering a new market. The

second phase starts with new market parameters, including the decision and waiting

times. Participants are randomly re-matched in groups of six.

Upon completing the two phases, the participants’ cognitive ability is assessed

by the standard three-question Cognitive Reflection Test (Frederick, 2005). Sub-

sequently, participants fill out a questionnaire that elicits demographic information

(gender, age, study program), the extent to which they experienced time pressure dur-

ing the experiment, and the prediction strategies they used (Internet Appendix D).

Finally, the computer informs each participant which of the 20 rounds were chosen

for payment and what their payoff is. Participants are paid out privately.

2.3 Treatments

We solicit predictions from participants under two different conditions, which we refer

to as the low time pressure (LTP) condition and the high time pressure (HTP)

condition. These conditions vary in the amount of time allocated to participants for

submitting a decision.

Each decision period is separated into a waiting time and a decision time. Dur-

ing the waiting time, participants have access to the computer interface, including

the graphs and table displaying past prices and predictions. They can navigate the
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computer screen using their mouse and select potential predictions. However, only

after the waiting time is over, and the decision time begins, the submission box will

appear, showing the last value that was clicked, and predictions can be submitted.

In the low time pressure (LTP) condition, we set the waiting time at 10 seconds

and the decision time at 15 seconds. In contrast, in the high time pressure (HTP)

condition, the waiting time is set to 0 seconds and the decision time is set to 6 seconds.

Therefore, the total time for arriving at a decision in the LTP condition equals 25

seconds per period, which is in line with the average time taken per prediction by

participants in previous LtF experiments.16 The total time for making a decision

in the HTP condition is six seconds, which imposes substantial time pressure on

participants (as corroborated by the questionnaire responses).

To study the long-run dynamics of individual predictions and market prices, we

run the LTP condition for 146 periods and the HTP condition for 159 periods. Thus,

the number of periods in each phase is approximately three times higher than in pre-

vious LtF experiments. Each participant engages in two prediction phases, one under

the LTP condition, and one under the HTP condition. This ensures comparability in

session length across treatments.

The treatments differ in the order in which participants experience these condi-

tions (Table 1). We will refer to the treatment that starts with the LTP condition as

treatment L and the treatment that starts with the HTP condition as treatment H.

In all sessions, regardless of the time pressure condition imposed, the interest rate and

mean dividend in the first phase are r = 0.05 and y = 6.32, implying a fundamental

value of pf = 126.4, and r = 0.05 and y = 3.56 for the second phase, corresponding

to a fundamental value of pf = 71.2.

We run 12 markets in treatment L and 10 markets in treatment H. After run-

ning the first sessions of our experiment, we observed a series of downward spikes in

16We include a waiting time in the LTP condition specifically to avoid participants rushing to their
decision. See Moritz et al. (2014) for a discussion of how a waiting time can limit under-thinking.
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Treatment Time Pressure Submit Number of First Phase Second Phase
condition button markets

L LTP → HTP No 12 146 pds, 25 sec/pd 159 pds, 6 sec/pd
H HTP → LTP No 10 159 pds, 6 sec/pd 146 pds, 25 sec/pd
HS HTP → LTP Yes 9 159 pds, 6 sec/pd 146 pds, 25 sec/pd

ȳ=6.32, pf =126.4 ȳ=3.56, pf =71.2

Table 1: Overview of the treatments. The last two columns provide the values of the
parameters in the two phases of the experiment. The interest rate is r = 0.05 in both
phases. There are six human participants per group.

individual predictions under the HTP condition (e.g., panels 4, 8, and 10 in Figs. E4

and E5, Internet Appendix E). They appear to be due to participants being unable

to complete their prediction in the submission box within the time limit.17 These

outliers, which do not occur under the LTP condition, may have a long-lasting effect

on the price dynamics. To rule out these outliers as the main driver for the observed

differences between time pressure conditions, we run the additional treatment HS as

a robustness check.18 This treatment is identical to treatment H in all respects, ex-

cept that participants are required to either press the ‘Enter’-key on the keyboard or

click the ‘Submit’ button, added next to the submission box on the computer screen

to register their predictions. Note that, for all treatments, the average prediction

used in Eq. (2) is determined by averaging only over the submitted predictions. It

can therefore be based upon fewer than six predictions if some participants fail to

submit a prediction in time. We run nine markets in treatment HS.

2.4 Hypotheses

The first research question aims to determine whether the emergence of large bub-

bles and crashes in asset prices, as often observed in LtF experiments, is a transient

17Participants may be cut off when the decision time lapsed after entering the first digit only,
despite their intention to enter two or three digits for the price forecast. This explanation is corrob-
orated by some questionnaire comments.

18Note, however, that such outliers also occur in actual financial markets. So-called fat-finger
errors through keyboard input or mouse click mistakes in human-placed orders are not uncommon
in financial trading (Financial Times, 2019).
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phenomenon. That is, will market prices eventually stabilize and converge to their

fundamental value? This question is difficult to answer on the basis of existing LtF

experiments, which do not provide systematic evidence that price volatility decreases

or increases over the relatively short span of around 50 periods. It is plausible to

speculate that, if participants are given enough opportunities to learn in the station-

ary environment provided by the experiment, they should be able to improve their

predictions, eventually leading market prices to converge to their fundamental value.

Also note that participants’ earnings, which are based on absolute forecast errors,

tend to be much lower in markets with significant volatility than in markets where

prices closely stick to their fundamental value. This should provide a strong incen-

tive for participants to adapt their prediction strategies when those strategies lead to

pronounced volatility. This leads us to the following hypothesis.

Hypothesis 1. Asset price volatility and mispricing decrease in the long run.

Our second research question focuses on the effect of time pressure on price volatil-

ity and mispricing. The direction of this effect is not evident a priori. On the one

hand, time pressure has been shown to reduce the quality of decision-making (Kocher

and Sutter, 2006) and to increase market volatility in experimental asset markets

(Ferri et al., 2021). Increased time pressure restricts participants’ ability to engage

in thorough deliberation, which may result in forecasting errors, ultimately leading

to elevated price volatility and mispricing. This motivates the following hypothesis.

Hypothesis 2A. Increased time pressure increases price volatility and mispricing.

On the other hand, bubbles and crashes in earlier LtF experiments appear to be driven

by participants coordinating on a common trend extrapolating prediction strategy,

where the predicted price depends on the last two observed prices. When all partici-

pants in a market extrapolate the current trend in past prices, the positive feedback

characteristic of the underlying price-generating mechanism perpetuates the price
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trend. This self-confirming nature of trend-extrapolating prediction strategies natu-

rally gives rise to large bubbles in asset prices when participants coordinate on such

a strategy. Under increased time pressure, coordination of participants on a common

prediction strategy may become more difficult, and the emergence of large bubbles

and crashes may therefore be inhibited. Instead of increasing price volatility, higher

time pressure may therefore lead to more stable price dynamics. This motivates an

alternative version of our second hypothesis.

Hypothesis 2B. Increased time pressure reduces price volatility and mispricing.

We will now discuss our experimental results in view of Hypotheses 1, 2A, and 2B.

3 Experimental results

In this section, we present the experimental data and use those to test the hypotheses

formulated above. In Section 3.1, we analyze the effect of time pressure and the

number of decision periods on market prices. In Section 3.2, we try to gain a better

understanding of the results by investigating ‘market expectations’, which refer to

the average price predictions across all participants in the same market. Finally,

we explore the extent to which participants’ performance can be predicted based on

demographic variables and their CRT scores in Section 3.3.

The design of our experiment allows us to investigate the effect of time pressure

by comparing the first phase of treatment L with those of treatments H and HS. In

addition, we can study the long-run dynamics of prices by comparing prices at the

beginning of each treatment with those at the end of that treatment.19

19We focus our analysis exclusively on the data from the first phase, because the data from the
second phase are not independent: behavior and market dynamics may be affected by participants’
experiences in the first phase. Moreover, after rematching, second-phase markets are composed of
participants from either one, two, or three first-phase markets, which makes it difficult to control for
different experiences effectively. For the interested reader, the market price data from the second
phase are shown in Internet Appendix F. As our primary focus is on the first phase, we will refer
to treatment L as the low time pressure treatment, and to treatments H and HS as the high time
pressure treatments.
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Since the number of periods in treatments H and HS is greater than in treatment

L, our analysis considers the common periods 1–145. Moreover, to compare long-run

versus short-run dynamics, we primarily examine prices and predictions in periods

11–50 versus those in periods 106–145. The selection of periods 11–50 is based on

the convention in earlier LtF experiments, which typically involve around 50 periods

and exclude the first ten periods from analysis to allow for some initial learning of

the experimental task (Hommes et al., 2005, 2008). We follow that approach and

also include the last 40 common periods, corresponding to periods 106-145, to have

an equal number of periods for analysis.

3.1 Market prices

The three panels of Fig. 2 depict the market prices (thin gray lines) for each market in

treatments L, H, and HS. The black line in each panel represents the median price

across all markets in that treatment for each period.20 In treatment L, there are 145

prices in each market, while treatments H and HS have 158 prices per market. To

facilitate comparisons of price dynamics between treatments, the vertical axis ranges

from 0 to 500 (i.e., approximately 4 × pf ) in all panels. Note that in some periods,

particularly in treatment L, market prices exceed 500.21

We can make a few preliminary observations by comparing the median prices

in Fig. 2, further supported by inspection of the market prices in Figs. B1 to B3

from Appendix B. First, median prices exhibit much higher overvaluation in the low

time pressure treatment L than in the high time pressure treatments H and HS. In

contrast, there does not seem to be a systematic difference between the two high time

20See Appendix B for the price dynamics in each market. Figs. B1 to B3 show markets L1-L12,
H1-H10, and HS1-HS9, respectively. We will refer to some of these individual markets below to
illustrate our results.

21The market price incidentally rises above 500 in nine out of 12 markets in treatment L. Overall,
this happens during 199 periods (corresponding to about 11% of the total number of periods in that
treatment). In contrast, the price does not move beyond 500 during any period in treatment H and
does so in only five periods (0.35% of all periods) in treatment HS.
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Figure 2: Median prices (thick, black) and prices in individual markets (gray) in the
experimental treatments. The fundamental price pf = 126.4 is indicated by the dashed
horizontal line.
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pressure treatments, suggesting that differences between treatments L and H cannot

be attributed to participants submitting incomplete predictions in treatment H.

Second, price volatility is notably high in treatment L, with prices oscillating

wildly in all markets, see also footnote 21. In contrast, price volatility in both HTP

treatments is considerably lower, as most markets experience relatively small oscilla-

tions and quick convergence to the fundamental value.

Third, in the LTP treatment, oscillations start almost from the beginning of the

experiment, whereas in the HTP treatments, they seem to be more prevalent in the

second half of the experiment, following an initial phase of relatively minor volatility.

Moreover, fluctuations in the LTP treatment seem to diminish over time. Note,

however, that this tendency is rather fragile: in some markets, oscillations re-emerge

after prices have seemingly converged (e.g., markets L2 and L9). In some cases,

market prices converge to levels significantly higher than the fundamental value, after

which they become unstable again (e.g., markets L1, L2 and L8). Conversely, in the

HTP treatments, there is no apparent structural decrease in price volatility over time.

To corroborate these observations we consider two quantitative measures: the

interquartile range (IQR) to evaluate price volatility and the median of the rela-

tive absolute deviations (RAD) from the fundamental value to evaluate mispricing.22

Fig. 3 shows the IQR and the median RAD for all 31 experimental markets in the left

and right panel, respectively. Each panel is divided into three areas that correspond

to the L, H, and HS treatments. Each area, in turn, shows the statistics for each

market computed over three different time periods: 1–145 (black dots in the middle),

11–50 (blue dots to the left), and 106–145 (red dots to the right). The disks indicate

the median value for the corresponding treatment/time periods. Note the logarithmic

22The IQR is the length of the interval containing the middle half of the (ordered) market prices.
The RAD from the fundamental value is defined as

∣∣pt − pf
∣∣ /pf and was introduced as a measure

for mispricing in Stöckl et al. (2010). Whereas they consider the mean RAD, we focus on the median
of the RAD because the latter is more robust to outliers. We have considered other measures as
well, e.g., the standard deviation of prices (for volatility) and the number of periods that the price
is within 5% of the fundamental value pf (for mispricing), but they tell essentially the same story.
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Figure 3: Measures for price volatility (IQR) and mispricing (Median of RAD).

scale of the vertical axis for the IQR. The corresponding numerical values for both

measures can be found in Table B1 in Appendix B.

Fig. 3 illustrates that, for the LTP condition, both measures tend to decrease

over time. Table B1 further shows that the IQR decreases for all markets except one

(L12) and the median RAD decreases for all markets except two (L8 and L12).23

This trend is statistically confirmed by a Wilcoxon signed-rank test, comparing the

statistics between periods 11–50 and periods 106–145. See Table 2 for the p-values of

the tests discussed here and in the rest of this section.

The p-values of the one-sided tests are 0.0005 for the IQR and 0.0105 for the

median RAD. Thus, in treatment L, the IQR and the median RAD are significantly

lower in the later periods of the experiment compared to the initial periods, at the 1%

and 5% level, respectively. In contrast, for the HTP treatmentsH andHS, there is no

statistically significant decrease in either price volatility or mispricing between periods

11–50 and periods 106–145. Therefore, we can reject Hypothesis 1 for treatments H

23The volatility increase in market L12 is due to one participant submitting extreme predictions
(1 or 10 000) in 30 of the 34 periods after period 54. The price in L8 converges to a level of around
240 after period 60 and stays in this neighborhood for about 60 periods. Therefore, price volatility
is low during that phase, whereas mispricing is high.
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Data to compare Statistics Test
Data I Data II IQR Median RAD

Short-run vs Long-run
L periods 11–50 L periods 106–145 0.0005∗∗∗ 0.0105∗∗ one-sided
H periods 11–50 H periods 106–145 0.4229 0.1875 Wilcoxon
HS periods 11–50 HS periods 106–145 0.5449 0.4551 signed-rank

Time pressure
L periods 11–50 H periods 11–50 0.0001∗∗∗ 0.0003∗∗∗ one-sided
L periods 11–50 HS periods 11–50 0.0001∗∗∗ 0.0001∗∗∗ MWW
L periods 106–145 H periods 106–145 0.2876 0.0463∗∗

L periods 106–145 HS periods 106–145 0.3746 0.0408∗∗

L periods 1–145 H periods 1–145 0.0259∗∗ 0.0011∗∗∗

L periods 1–145 HS periods 1–145 0.0038∗∗∗ 0.0003∗∗∗

Submission Button
H periods 11–50 HS periods 11–50 0.6607 0.2507 two-sided
H periods 106–145 HS periods 106–145 0.8421 0.8421 MWW
H periods 1–145 HS periods 1–145 0.4002 0.4002

Table 2: The p-values of the corresponding test (see the last column) for various compar-
isons. ∗, ∗∗, and ∗∗∗ indicate p values that are below 10%, 5% and 1%, respectively.

and HS, but not for treatment L.

Result 1. Price volatility and mispricing decrease in the long run for the low time

pressure treatment L, but not for the high time pressure treatments H and HS.

Recall that in earlier LtF experiments, prices do not converge to their fundamental

value within the standard duration of around 50 periods. This is consistent with the

behavior we observe in our treatment L. Until period 50, all 12 markets exhibit large

fluctuations in prices, with substantial reductions in only three of those markets (L4,

L6, L10). However, as Result 1 indicates, price fluctuations tend to decrease after

these first 50 periods. Long-run dynamics are significantly different compared to the

beginning – although sometimes boom-and-bust cycles are reignited at a later stage.

We conclude that, even if bubbles and crashes appear to be a persistent phenomenon,

they are of a transient nature (at least in this stationary environment) and tend to

diminish over time.
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Turning now to the comparison of the two time pressure conditions reveals striking

differences in price patterns during the first 50 periods. In particular, the HTP treat-

ments demonstrate smaller fluctuations compared to the LTP treatment and earlier

LtF experiments. For example, only two of the 19 HTP markets (H6 and HS5) ex-

hibit larger fluctuations in periods 11–50, measured by the IQR, than the most stable

market L8 in the LTP treatment (see Table B1). Moreover, when price fluctuations

occur in the HTP treatments, they are often initiated by extreme predictions from

individual participants.24 In contrast, during the first 50 periods of the LTP treat-

ment such ‘outliers’ are very rare, and price fluctuations can thus not be attributed to

the idiosyncratic behavior of individual participants. Hence, increased time pressure

seems to inhibit price volatility and the emergence of bubbles and crashes during the

initial 50 periods. This is confirmed by comparing the IQR and the median RAD for

periods 11–50 across treatments, by means of a one-sided Mann-Whitney-Wilcoxon

(MWW) test. We find a statistically significant difference at the 1% level between

treatments L and H, and between treatments L and HS, see Table 2.

Figs. 3 and B1 to B3 also suggest that the effect of time pressure on price behavior

dissipates towards the end of the experiment. In particular, the mean value of the

interquartile range for periods 106–145 is lower in treatment L than in treatments H

and HS, while six of the seven markets with the highest IQR for these periods belong

to one of the HTP treatments. While the differences in IQR between treatment L

and treatments H and HS are not statistically significant for periods 106-145, the

differences in median RAD are significant at the 5% level. This brings us to our

second result, which confirms Hypothesis 2B.

Result 2. Price volatility and mispricing are lower in treatments H and HS than in

treatment L for periods 11–50. For periods 106–145, there is no statistically significant

24See Figs. E6 and E7 in Internet Appendix E. For example, in markets HS2, HS5, and HS8
prices are quite stable until there is a sudden spike due to one participant predicting a price that is
about 10 times the last observed market price.
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difference in price volatility.

Lower price volatility and mispricing in HTP markets are most pronounced during

the first 50 periods of the experiment. However, even when considering all periods

(i.e., periods 1–145), price volatility and mispricing remain significantly lower than

in the LTP markets.

Finally, regardless of which periods are examined, we find no significant difference

in either IQR or median RAD between HTP treatments H and HS, indicating that

incomplete predictions have a minor effect on price dynamics.

Non-responses. In all three treatments, there are instances where participants

fail to submit their predictions in time. Over all groups and periods such ‘non-

responses’ occur 236 times in treatment L (i.e., 2.25% of all 6× 12× 146 predictions

in that treatment), 317 times in treatment H (3.32%), and 941 times in treatment

HS (10.96%). The higher number of non-responses in treatments H and HS may

be attributed to the elevated time pressure imposed, whereas the large difference

between these two treatments may be explained by the requirement in treatment

HS that participants need to explicitly submit a prediction. Whereas in the HTP

treatments the fraction of non-responses is highest in the first 10 periods and decreases

thereafter, there is only one non-response (out of 720 predictions) in the first 10

periods of the LTP treatment, but the number of non-responses increases over time

in that treatment.25 This suggests that a majority of the non-responses in treatment

L are due to inattention or boredom, whereas the non-responses in the early periods

in treatments H and HS may be more likely caused by time pressure.

These non-responses may have an impact on the price dynamics through a selec-

tion effect. For example, participants with more non-responses may differ in their

25In particular, for treatment L the fraction of non-responses increases from 0.14% in the first
10 periods to 0.59% in periods 11–50 and 3.78% in periods 106–145. In treatment H (HS) the
fraction of non-responses is 13.50% (17.22%) in the first 10 periods and decreases to 3.71% (10.28%)
in periods 11–50 and 2.42% (11.90%) in periods 106–145.
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average prediction accuracy from other participants (for a discussion and analysis of

the selection bias induced by time pressure in an individual decision-making experi-

ment, see Kocher et al., 2019). However, despite the higher number of non-responses

in treatment HS, we do not find significant differences in interquartile range (IQR) or

median RAD compared to treatment H, see Table 2. This suggests that the number

of non-responses is not a significant factor in our experiment. Furthermore, we assess

the correlation between the number of non-responses in each group during periods

1-10 and the IQR and median RAD in that group for periods 11-50 for treatments H

and HS. None of these correlations is statistically significant,26 indicating that the

effect of higher time pressure on price dynamics cannot be explained by an increase

in the number of non-responses in the high time pressure treatments.

3.2 Market expectations

Bubbles and crashes are often attributed to participants’ tendency to coordinate

on trend-extrapolating prediction strategies (Hommes et al., 2005; Anufriev and

Hommes, 2012). The lower incidence of bubbles and crashes under the HTP con-

dition may be due to participants’ failure to coordinate on a common prediction

strategy. To evaluate this possible channel, we compute the standard deviation of in-

dividual predictions for each period. When this measure is low, it indicates a higher

level of coordination or, equivalently, a lower level of mis-coordination. To illustrate

the initial evolution of this measure, Fig. 4 plots its median across all markets within

a given treatment for each of the first 20 periods. The high standard deviation in

the H treatment is consistent with the possibility of incomplete predictions submit-

ted in this treatment. However, no noticeable distinction in the level of coordination

26The correlation between the number of non-responses and the IQR is −0.2677 for treatment H
and 0.0655 for treatment HS, with p-values 0.4546 and 0.8670, respectively. The correlation between
the number of non-responses and the median RAD is 0.0158 for H and 0.5059 for HS, with p-values
0.9655 and 0.1647, respectively. Note that the number of non-responses in the first 10 periods varies
between 4 and 13 (out of 60 predictions) per market in treatment H and between 1 and 19 per
market in treatment HS.
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Figure 4: Time evolution of the median (over markets) standard deviation of the individual
predictions in the three treatments.

between the L and HS treatments is apparent within the initial 10 periods. This

observation is supported by a one-sided Mann-Whitney-Wilcoxon test.27 Further-

more, after these periods, the coordination decreases in the L but not in H and HS

treatments. We conclude that we cannot attribute the failure for bubbles to occur in

the HTP treatment to a breakdown of coordination.

As another possibility to explain the differences between the treatments, we in-

vestigate the prediction strategies used in our experiment and study whether they

change over time or are affected by the level of time pressure. We consider market

expectations, p̄et+1, defined, for each market and for each period, as the average pre-

diction taken over all participants who submitted a prediction for that period in that

market. We then estimate the following prediction rule

p̄et+1 = a+ b1pt−1 + b2pt−2 + νt , (6)

27The hypothesis asserting that the standard deviations of predictions in the L treatment are not
lower than in the HS treatment cannot be rejected at the 5% level when tested for each period
between 1 and 20, except for period 2. It can also not be rejected when the data are aggregated over
multiple periods, e.g., 1-10. Note that the forecasts for the first two periods are made without prior
price information, while subsequently forecast variability could be influenced by price dynamics.
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Periods 11-50 Periods 106-145
Treatment Const Past prices Const Past prices

Market a b1 b2 a b1 b2

L
Average 105.17 1.61 −0.90 75.11 1.14 −0.57
Median 94.06 1.63 −0.95 67.52 1.17 −0.63

H
Average 52.27 0.84 −0.19 55.75 1.24 −0.61
Median 43.26 0.84 −0.05 60.52 1.44 −0.78

HS
Average −0.90 1.19 −0.17 29.77 1.31 −0.48
Median −1.82 1.16 −0.05 26.48 1.43 −0.39

Table 3: The average and median of the estimated coefficients for prediction rule (6).

where a, b1, and b2 are fixed coefficients and νt is an error term. Prediction rules of

type (6) have been shown to fit expectations quite well in previous LtF experiments

(Hommes et al., 2005). Setting g0 = b1 + b2 and g1 = −b2, Eq. (6) can be rewritten

as

p̄et+1 = a+ g0pt−1 + g1(pt−1 − pt−2) + νt .

Thus, expectations extrapolate trends in past prices, whenever g1 is positive, or equiv-

alently, b2 in Eq. (6) is negative.

For each of the 31 markets in our experiment, we estimate the prediction rule (6)

separately for periods 11–50 and periods 106–145. Table 3 reports the average and

median of the estimated coefficients in each treatment. We observe that prediction

rules structurally differ between the beginning and the end of the experiment as well

as between the low and high time pressure treatments. In treatment L, for periods 11–

50 the median value of the estimates of b2 is −0.95, which suggests participants tend

to extrapolate trends in their predictions. Specifically, if the price increases by one

unit over the two most recent periods, participants’ average price prediction increases

by almost one additional unit. However, this trend extrapolation tendency declines

towards the end of the experiment, and for periods 106–145 the median value of the

estimates changes to −0.63. In contrast, there is virtually no trend extrapolation in

the high time pressure treatments in the initial periods as the median estimates for
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periods 11–50 are −0.05 in both H and HS treatments.

Table B2 in Appendix B presents the estimated coefficients (and their statistical

significance) for each market separately.28 These coefficients are visually summarized

in Fig. 5, with the left and right panels corresponding to periods 11–50 and 106–

145, respectively. The scatter plots in each panel display the estimated coefficients

of Eq. (6) for the 31 individual markets, in coordinates (b1, b2). The estimates for

treatments L, H, and HS are depicted by the dots, filled squares, and non-filled

squares, respectively. The triangle and parabola divide the space (b1, b2) to the regions

with qualitatively different dynamics that rule (6) generates in the market.29 Prices

converge to the steady state pf if the pair (b1, b2) lies inside the triangle and diverge

if it is outside, and dynamics are monotone if (b1, b2) is above the parabola and

oscillate if below. Particularly, when b2 is slightly above the lower horizontal edge of

the triangle, asset prices will oscillate and converge to the steady state value. The

convergence will be slower when b2 is closer to the edge. Moreover, when b2 is below

the edge, prices will fluctuate perpetually without converging to a steady state.

The location of the pairs of estimated coefficients in Fig. 5 illustrates what we

discussed above. For periods 11–50 most of the estimated combinations of b1 and

b2 for the LTP treatment are in the lower right corner of the triangle, often in close

proximity to the boundary. This pattern indicates oscillating and slowly converging

price dynamics. In contrast, the estimated combinations of b1 and b2 for the two HTP

28Three observations supporting the discussion above can be inferred from the table. First, for
all 12 markets in treatment L, the estimated coefficient b2 for periods 11–50 is significantly different
from zero. Moreover, these coefficients are all negative. Second, for 11 of the 12 markets in treatment
L, the estimate of b2 is lower (in absolute value) for periods 106–145 than for periods 11–50. Third,
taking the two high time pressure treatments together, the estimate of b2 is only significantly different
from zero in seven (out of the 19) markets for periods 11–50 and for 12 markets for periods 106–145.
In fact, market expectations in a number of the markets in the HTP treatments closely resemble
näıve expectations (i.e., p̄et+1 = pt−1), e.g., markets H2, HS3, and HS7.

29Eqs. (2) and (4) are complemented by rule (6) with νt = 0 and a = pf (1− b1 − b2). The latter
restriction makes the rule ‘consistent’, i.e., predicting pf in the fundamental steady state. The edges
of the triangle are given by b2 − b1 = 1+ r (left edge), b1 + b2 = 1+ r (right edge), and b2 = −1− r
(bottom edge). The parabola is given by b2 = −b21/(4(1 + r)). See Proposition 2, Appendix B in
Anufriev and Hommes (2012) for a formal derivation.
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Figure 5: Estimated prediction rules across treatments.

treatments tend to cluster much closer to the center of the triangle, often with an

estimated value of b2 close to 0, implying that prices converge more rapidly to the

fundamental value.

As for periods 106–145 (right panel of Fig. 5), in most of the markets in the two

HTP treatments, the estimated market expectation rules drift towards the lower right

corner of the triangle. A few exceptions exist where the estimated value of b2 equals

zero. Conversely, the rules for the LTP treatment move in the opposite direction.

The evolution of prediction rules demonstrates distinct patterns between treat-

ments. In the initial stages of the experiment, the degree of trend extrapolation is

much higher in the LTP treatment than in the HTP treatments. However, by the

end of the experiment, this has been more or less reversed. We summarize this as

Result 3. Trend-extrapolating prediction rules are used frequently under low time

pressure, but are less common under high time pressure, especially for periods 11–50.
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3.3 Time pressure and the evolution of forecasting

How can the contrasting evolution of market expectation rules between low and high

time pressure be explained?

One interpretation of Result 3 is that, as participants have more time to form

predictions under LTP, they form predictions in a more sophisticated way than par-

ticipants in the HTP condition. While in the latter, predictions tend to rely only

on the last observed price, participants in the LTP condition have time to look for

patterns in the time series of prices. This might allow them to identify trends in past

prices and extrapolate those when forming predictions.

This explanation finds support in the responses obtained from the questionnaire,

where participants described the prediction strategies they followed under each time

pressure condition. Some examples related to the LTP condition include:

• “I tried to mimic the price line and extrapolate based on its volatility”

• “I had enough time to look back and make forecasting decisions based on past

trends”

• “I was mainly following previous patterns of the graph, but then I tried to stay

inside a stable price”.

Among the descriptions for the strategies used in the HTP condition, we find:

• “I had no time to think, so I almost always filled in the previous price”

• “I did what first came to mind and didn’t have time for second thoughts which

ended up being a good thing”.

These examples indeed suggest a higher tendency to use trend extrapolation strategies

under low time pressure.30

30This is confirmed by a semantic analysis of the questionnaire answers. For example, the terms
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Moreover, high time pressure may promote intuitive thinking. Besides collecting

information on gender and age, we administered the standard three-question CRT test

(Frederick, 2005) to all participants (further details about the questionnaire and the

CRT test can be found in Internet Appendix D). To investigate whether gender, age,

or the CRT score affect forecasting performance, we construct a variable Ei for each of

the 186 participants, representing the median of that participant’s absolute forecast

errors in the first phase of the experiment. There is no significant effect of gender

and age on forecasting accuracy. However, while the CRT score does not significantly

affect forecasting performance in treatment L, it does influence forecasting accuracy

in treatments H and HS. Specifically, one additional correct answer in the CRT

test reduces Ei by 5% to 10% (Table B3). This suggests that intuitive thinking may

indeed have been more prevalent in treatments H and HS than in treatment L.

As discussed above, more time for deliberation under low time pressure results

in a tendency among participants in treatment L to adopt and coordinate on trend-

extrapolating prediction rules. This can lead to significant fluctuations in market

clearing prices. Higher price volatility often produces larger forecast errors for par-

ticipants, consequently generating lower earnings. This can prompt participants to

adapt their prediction rule and avoid strong extrapolation. This change in prediction

behavior eventually leads to more stable prices.

For participants in the high time pressure treatments, the situation is different.

Initially, due to the time constraints imposed, they tend to rely primarily on the

most recent observed price. This reliance on the last price leads to relatively stable

time series of market clearing prices. However, as time goes by and the participants

gain more experience with the decision environment, they may get used to the time

“trend”, “follow”, and “pattern” appear significantly more often in descriptions of prediction strate-
gies used in the LTP condition. In contrast, terms like “same” and “time” are more frequent in
descriptions of strategies used in the HTP condition. Similarly, whereas “price” and “period” ap-
pear more often in the HTP condition, their plural versions, “prices” and “periods”, crop up more
frequently when discussing the LTP condition.
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pressure and learn to quickly identify and extrapolate price trends.

4 Conclusion

In this paper, we investigated the effect of time pressure on market dynamics and

price volatility in a Learning-to-Forecast experiment. Increased time pressure leads

participants to switch away from complex prediction strategies (see e.g., Payne et al.,

1988; Rieskamp and Hoffrage, 2008; Spiliopoulos et al., 2018, for similar findings).

Under low time pressure, participants tend to use prediction strategies that extrap-

olate trends in past prices. The positive feedback nature of asset markets reinforces

these price expectations and leads to further realized and expected price increases.

This process eventually produces large price bubbles. However, when decision time is

limited participants tend to rely on less information when forming predictions. Typ-

ically, they only consider the most recent market price, which discourages the use of

destabilizing trend-extrapolating strategies. These simpler prediction strategies often

give rise to stable price dynamics, with prices quickly converging to their fundamen-

tal values and remaining relatively constant thereafter. As a consequence forecasting

errors tend to be smaller, and these simpler prediction strategies outperform the more

complex strategies used under low time pressure (cf. Gigerenzer and Goldstein, 1996;

Goldstein and Gigerenzer, 2009). Overall, our experiment shows that time pressure,

which is prevalent in financial markets, substantially impacts market price dynamics.

In addition, we show that the bubbles and crashes in asset prices that emerge under

low time pressure conditions are often transitory in nature. Over time, participants

learn to improve their price predictions, leading to a convergence of prices to the

vicinity of the fundamental value. As a result, price volatility decreases, although

this convergence remains relatively fragile and can be easily disrupted. We note that

convergence typically sets in after a substantial number of periods, which is why it has
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not been identified in earlier LtF experiments that run for around 50 periods. Our

results, therefore, suggest that while bubbles may initially emerge in a stationary

market environment, they eventually dissipate with experience, but it may take a

substantial amount of time.

There are, however, two important qualifications to this conclusion that future

experimental work can address. First, as seen in this experiment, the market en-

vironment here is inherently prone to bubbles and crashes even after convergence.

Relatedly, Anufriev et al. (2019) study the long-run (2, 000 periods) behavior of arti-

ficial agents using genetic algorithms to learn their forecasting strategies in a similar

market. They find that long phases of stability can suddenly be interrupted by phases

of high price volatility. Second, excess price volatility can also emerge if the market

environment is not stationary. For example, Xiong and Yu (2011) suggest that the

lack of investor learning in the Chinese warrants bubble (2005–2008) is due to the

inflow of new and näıve investors into the market.

34



References

Anufriev, M. and C. Hommes (2012). Evolutionary selection of individual expecta-

tions and aggregate outcomes in asset pricing experiments. American Economic

Journal: Microeconomics 4 (4), 35 – 64.

Anufriev, M., C. Hommes, and T. Makarewicz (2019). Simple forecasting heuristics

that make us smart: Evidence from different market experiments. Journal of the

European Economic Association 17 (5), 1538–1584.

Arifovic, J., C. Hommes, and I. Salle (2019). Learning to believe in simple equilibria in

a complex OLG economy - evidence from the lab. Journal of Economic Theory 183,

106–182.

Assenza, T., P. Heemeijer, C. H. Hommes, and D. Massaro (2021). Managing self-

organization of expectations through monetary policy: A macro experiment. Jour-

nal of Monetary Economics 117, 170–186.

Bao, T., C. Hommes, and T. Makarewicz (2017). Bubble formation and (in) effi-

cient markets in learning-to-forecast and optimise experiments. Economic Jour-

nal 127 (605), F581–F609.

Bao, T., C. Hommes, J. Sonnemans, and J. Tuinstra (2012). Individual expectations,

limited rationality and aggregate outcomes. Journal of Economic Dynamics and

Control 36 (8), 1101–1120.

Barberis, N., R. Greenwood, L. Jin, and A. Shleifer (2018). Extrapolation and bub-

bles. Journal of Financial Economics 129 (2), 203–227.

Berninghaus, S. K. and K.-M. Ehrhart (1998). Time horizon and equilibrium selection

in tacit coordination games: Experimental results. Journal of Economic Behavior

& Organization 37 (2), 231–248.

35



Bloomfield, R. and M. O’Hara (1999). Market transparency: Who wins and who

loses? Review of Financial Studies 12 (1), 5–35.

Brock, W. and C. Hommes (1998). Heterogeneous beliefs and routes to chaos in a

simple asset pricing model. Journal of Economic Dynamics & Control 22 (8-9),

1235–1274.

Busse, J. A. and T. C. Green (2002). Market efficiency in real time. Journal of

Financial Economics 65 (3), 415–437.

Campbell, J. Y., A. W. Lo, and A. C. MacKinlay (1997). The Econometrics of

Financial Markets. Princeton University Press.
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APPENDIX

A Asset-pricing Model

Our experiment is built around the standard asset pricing model of a long-lived risky

asset. As in Brock and Hommes (1998), we make a number of simplifying assumptions

to focus solely on the impact of price expectations.

Consider a market with a large number of investors, and two assets, a risk-free

bond and risky equity. The time is discrete and indexed by t. Let r be the return

of the risk-free bond, and yt and pt be the dividend and price per share of the risky

asset, respectively. Let Wt,i be the wealth of investor i, and zt,i be the investor’s

holdings of the risky asset bought at time t. Then, the investor i’s wealth evolves as

Wt+1,i = Wt,i(1 + r) + (pt+1 + yt+1 − (1 + r)pt) zt,i , (A.1)

where the expression in the parentheses of the second term on the right-hand side is

the excess return of the risky asset. Investors are mean-variance maximizers31 solving

the problem

max
{
Et,i[Wt+1,i]−

ai
2
Vt,i[Wt+1,i]

}
, (A.2)

where ai is the risk aversion of investor i, and Et,i[ · ] and Vt,i[ · ] are the beliefs about

expected wealth and variance of wealth, respectively. All investors have the same risk

aversion, ai ≡ a, and have the same belief about the variance of price pt+1, denoted as

σ2. Problem (A.2) subject to (A.1) gives the investor i’s demand for the risky asset

zt,i =
Et,i (pt+1 + yt+1 − (1 + r)pt)

aσ2
. (A.3)

31Equivalently, investors assume that their next period wealth is normally distributed and maxi-
mize the expected utility with the utility function given by exp(Wt+1,i).
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The price of the risky asset in each period is determined from equilibrium between

the aggregate demand for the risky asset and its exogenous supply, set to zero. The

temporary market equilibrium reads
∑

i zt,i = 0. Solving it, we find the price

pt =
1

1 + r

∑
i

(
Et,i[pt+1] + Et,i[yt+1]

)
=

1

1 + r

(∑
i
Et,i[pt+1] + ȳ

)
,

where for the last equality we assume, as in the experiment, that the dividends are

IID with mean ȳ.

Equation (2), which generates prices in the experiment, coincides with the last

equation. Indeed, in the experiment, we have the fraction nt ∈ [0, 1) of ‘robot’ traders

who expect that the price will be at the fundamental value pf = ȳ/r, as given by

(1). That is, Et,i[pt+1] = pf for all these investors. The remaining weight of 1 − nt

is given to the human subjects who advise the large pension funds. The average of

their forecasts (taken with equal weights) is denoted as p̄et+1 in Eq. (2).

B Data and Data Analysis

Figs. B1 to B3 display the market prices (blue lines) for each market in treatments

L, H, and HS, respectively. The fundamental value pf = 126.4, constant across all

markets, is indicated by the dashed line.
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Figure B1: Prices in the L treatment (blue thick line). The dashed horizontal line indicates
the fundamental price, pf = 126.4.
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Figure B2: Prices in theH treatment (blue thick line). The dashed horizontal line indicates
the fundamental price, pf = 126.4.
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Figure B3: Prices in the HS treatment (blue thick line). The dashed horizontal line
indicates the fundamental price, pf = 126.4.
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Table B1 contains the descriptive statistics of the experimental data for each

market separately and as average and median by treatment. The market statistics

are illustrated in Fig. 3 of the paper.

Treatment Interquartile range Median of RAD
Market 11-50 1-145 106-145 11-50 1-145 106-145

L

L 1 95.13 52.33 12.98 0.35 0.30 0.25
L 2 112.10 42.80 50.82 0.49 0.28 0.19
L 3 382.51 119.05 41.75 1.65 0.53 0.51
L 4 264.41 97.25 4.85 1.65 0.28 0.08
L 5 334.23 141.54 20.01 0.62 0.35 0.20
L 6 245.96 152.97 10.03 1.77 0.55 0.05
L 7 139.54 25.37 7.44 0.53 0.17 0.04
L 8 68.42 14.39 41.64 0.86 0.90 0.97
L 9 340.97 132.94 52.05 1.07 0.71 0.52
L 10 159.67 82.60 43.14 0.74 0.49 0.58
L 11 425.36 80.51 19.40 1.33 0.53 0.40
L 12 157.32 275.52 183.22 0.47 1.00 1.30
Average 227.14 101.44 40.61 0.96 0.51 0.42
Median 202.82 89.92 30.83 0.80 0.51 0.32

H

H 1 13.52 35.33 44.60 0.18 0.15 0.15
H 2 36.18 47.01 3.20 0.49 0.12 0.00
H 3 3.27 3.60 0.66 0.02 0.02 0.01
H 4 24.05 4.02 0.52 0.09 0.02 0.01
H 5 67.02 123.48 219.85 0.41 0.42 0.65
H 6 115.82 103.65 108.17 0.36 0.38 0.57
H 7 29.91 16.57 3.22 0.11 0.17 0.17
H 8 29.44 33.49 59.55 0.28 0.20 0.20
H 9 57.73 89.44 11.17 0.60 0.23 0.18
H 10 12.33 18.82 19.63 0.20 0.13 0.08
Average 38.93 47.54 47.06 0.27 0.18 0.20
Median 29.67 34.41 15.40 0.24 0.16 0.16

HS

HS 1 4.60 0.91 0.23 0.01 0.01 0.01
HS 2 31.50 41.21 19.06 0.34 0.22 0.11
HS 3 6.26 2.22 0.19 0.03 0.01 0.01
HS 4 2.24 0.44 0.41 0.02 0.02 0.02
HS 5 90.44 26.48 21.89 0.30 0.10 0.08
HS 6 33.36 69.26 89.12 0.36 0.29 0.49
HS 7 34.53 29.88 33.98 0.33 0.10 0.13
HS 8 41.50 62.66 155.62 0.14 0.28 0.43
HS 9 16.56 37.12 87.39 0.09 0.15 0.31
Average 29.00 30.02 45.32 0.18 0.13 0.18
Median 31.50 29.88 21.89 0.14 0.10 0.11

Table B1: The interquartile range (IQR) and median of the relative absolute deviation
(RAD) from the fundamental value per market and selected periods.
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Table B2 shows the estimated coefficients of the AR(2) model (6) for the market

expectations. For each market, we estimate the model separately for periods 11–50

and for periods 106–145. The average and median of the estimates by treatment

are reported in the corresponding rows. The LB and H columns show the p-values

for the Ljung–Box Q test for zero autocorrelation and for the Engel test for residual

heteroscedasticity. Fig. 5 plots the estimates of coefficients b1 and b2 from this table.

Periods 11-50 Periods 106-145
Treatment Const Past prices LB H Const Past prices LB H

Market a b1 b2 a b1 b2

L

L 1 61.54∗∗∗ 1.70∗∗∗ −1.03∗∗∗ 0.58 0.27 92.75∗∗∗ 0.67∗∗∗ −0.23 0.15 0.98
L 2 100.32∗∗∗ 1.03∗∗∗ −0.58∗∗∗ 1.00 0.90 59.51∗∗∗ 1.46∗∗∗ −0.88∗∗∗ 0.14 0.06
L 3 87.81 1.94∗∗∗ −0.88∗∗∗ 0.90 0.49 21.00∗∗∗ 1.39∗∗∗ −0.76∗∗∗ 1.00 0.89
L 4 128.37∗∗∗ 1.65∗∗∗ −0.90∗∗∗ 0.32 0.08 95.55∗∗∗ 0.82∗∗∗ −0.51∗∗∗ 0.00 0.77
L 5 84.34∗∗∗ 1.84∗∗∗ −1.03∗∗∗ 0.23 0.10 91.18∗∗∗ 0.94∗∗∗ −0.79∗∗∗ 0.01 0.29
L 6 215.77∗∗∗ 1.62∗∗∗ −0.95∗∗∗ 0.18 0.15 72.96∗∗∗ 1.34∗∗∗ −0.88∗∗∗ 0.74 0.35
L 7 77.11∗∗∗ 1.47∗∗∗ −0.96∗∗∗ 0.42 0.01 34.47∗∗ 0.96∗∗∗ −0.22 1.00 0.97
L 8 78.78∗∗∗ 1.34∗∗∗ −0.64∗∗∗ 0.00 0.93 −8.66 1.59∗∗∗ −0.50∗∗∗ 0.00 0.14
L 9 164.87∗∗∗ 1.49∗∗∗ −0.97∗∗∗ 0.00 0.92 153.47∗∗∗ 1.00∗∗∗ −0.75∗∗∗ 0.10 0.00
L 10 102.49∗∗∗ 1.47∗∗∗ −0.87∗∗∗ 0.75 0.00 −69.24∗ 1.52∗∗∗ −0.18 0.99 0.01
L 11 131.74∗∗∗ 1.86∗∗∗ −1.03∗∗∗ 0.22 0.10 62.08∗∗∗ 1.48∗∗∗ −0.80∗∗∗ 0.55 0.23
L 12 28.89∗∗∗ 1.87∗∗∗ −0.99∗∗∗ 0.05 0.34 296.22∗∗∗ 0.55∗∗∗ −0.32∗ 0.93 0.35
Average 105.17 1.61 −0.90 75.11 1.14 −0.57
Median 94.06 1.63 −0.95 67.52 1.17 −0.63

H

H 1 63.61∗∗∗ 0.21 0.16 0.99 0.92 72.70∗∗ 0.28 0.20 0.99 0.00
H 2 20.52 0.94∗∗∗ −0.03 0.15 0.56 −2.21 1.82∗∗∗ −0.81∗∗∗ 0.73 0.85
H 3 4.53 1.18∗∗∗ −0.22∗ 0.99 0.05 4.73 1.81∗∗∗ −0.85∗∗∗ 0.06 0.17
H 4 80.18∗∗∗ 0.96∗∗∗ −0.58∗∗∗ 0.77 0.61 59.49∗∗∗ 1.04∗∗∗ −0.52∗∗∗ 0.98 0.66
H 5 48.71∗ 0.62∗∗∗ 0.11 1.00 0.83 112.25∗∗∗ 1.48∗∗∗ −1.00∗∗∗ 0.09 0.79
H 6 37.81∗ 1.36∗∗∗ −0.52∗∗∗ 0.13 0.87 115.31∗∗∗ 1.39∗∗∗ −0.97∗∗∗ 0.15 0.82
H 7 98.28∗∗∗ 0.29 0.06 1.00 0.54 85.24∗∗∗ 0.64∗∗∗ −0.22 0.41 0.96
H 8 12.40∗∗ 1.59∗∗∗ −0.74∗∗∗ 0.37 0.67 19.67∗∗∗ 1.90∗∗∗ −1.06∗∗∗ 0.73 0.01
H 9 128.96∗∗∗ 0.57∗∗∗ −0.08 0.63 0.91 61.54∗∗∗ 0.47∗∗ −0.07 0.50 0.41
H 10 27.72∗∗ 0.73∗∗∗ −0.02 0.68 0.41 28.74∗∗∗ 1.53∗∗∗ −0.76∗∗∗ 0.87 0.97
Average 52.27 0.84 −0.19 55.75 1.24 −0.61
Median 43.26 0.84 −0.05 60.52 1.44 −0.78

HS

HS 1 −3.50∗∗∗ 1.08∗∗∗ −0.05 0.98 0.28 27.32 0.70∗∗∗ 0.08 0.79 0.97
HS 2 −8.60∗∗ 0.90∗∗∗ 0.16 0.59 0.83 −5.03∗ 1.43∗∗∗ −0.39∗∗ 0.16 0.01
HS 3 2.93 1.18∗∗∗ −0.21 0.75 0.05 35.84∗∗∗ 0.66∗∗∗ 0.06 0.88 0.00
HS 4 14.60∗∗ 1.33∗∗∗ −0.44∗∗∗ 0.80 0.03 −1.24 1.05∗∗∗ −0.04 1.00 0.63
HS 5 17.05 0.30∗∗ 0.65∗∗∗ 0.90 0.71 7.42∗∗∗ 1.98∗∗∗ −1.04∗∗∗ 0.66 0.81
HS 6 −17.34∗∗∗ 1.16∗∗∗ −0.05 0.30 0.09 88.53∗∗ 0.69∗∗∗ −0.07 0.92 0.85
HS 7 −1.31 0.84∗∗∗ 0.18 0.84 0.03 7.09 1.85∗∗∗ −0.90∗∗∗ 0.75 0.03
HS 8 −1.82 2.66∗∗∗ −1.63∗∗∗ 0.81 0.00 81.53∗∗∗ 1.58∗∗∗ −1.00∗∗∗ 0.63 0.88
HS 9 −10.13∗∗∗ 1.22∗∗∗ −0.13 0.85 0.94 26.48∗∗∗ 1.90∗∗∗ −1.05∗∗∗ 0.54 0.59
Average −0.90 1.19 −0.17 29.77 1.31 −0.48
Median −1.82 1.16 −0.05 26.48 1.43 −0.39

Table B2: Market expectations. For parameters’ estimates, ∗ denotes the significance at
the 10% level, ∗∗ at the 5% level, and ∗∗∗ at the 1% level. For the Ljung-Box and Engel
specification tests whose p-values are in LB and H columns, the bold font indicates rejection
of residual structure (autocorrelations or heteroskedasticity) at the 5% level.
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Table B3 reports the results of regressions of variable Ei, the median of the abso-

lute forecasting error of subject i over all prices in the first block of the experiment

on age, gender, and the CRT score. See Section 3.2 for discussion.

(1) (2) (3) (4) (5) (6) (7) (8)

treatment pooled L H HS

dependent variable Ei

CRT −0.465 −0.971∗∗ −0.122 −1.295 −0.685∗∗ −0.731∗∗∗ −0.732∗∗ −0.667∗∗

(0.568) (0.476) (1.416) (1.189) (0.269) (0.270) (0.278) (0.278)

H −19.177∗∗∗ −20.135∗∗∗

(6.553) (7.037)

HS −24.628∗∗∗ −25.180∗∗∗

(6.749) (7.251)

age −0.269∗∗ −0.376 −0.097 −0.109
(0.127) (0.247) (0.120) (0.081)

female −0.350 −0.367 −0.887 1.218∗

(1.205) (3.080) (0.661) (0.709)

Constant 30.436∗∗∗ 38.159∗∗∗ 29.897∗∗∗ 40.138∗∗∗ 11.599∗∗∗ 14.188∗∗∗ 6.258∗∗∗ 7.804∗∗∗

(4.507) (5.576) (2.755) (5.905) (0.518) (2.684) (0.554) (2.020)

Random effects Yes Yes No No No No No No
Group fixed effects No No Yes Yes Yes Yes Yes Yes

Observations 186 185 72 71 60 60 54 54
R2 0.00 0.06 0.12 0.16 0.14 0.22

Table B3: Linear regression of the median absolute forecasting error Ei of subject i on age,
gender, and CRT score. Standard errors are in parentheses; ∗, ∗∗, and ∗∗∗ indicate that the
corresponding p values are below 10%, 5% and 1%, respectively.
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C Experimental Instructions – Internet Appendix

Thank you for participating in today’s experiment. The experiment is anonymous,

your choices will not be linked to your name. You will be paid privately at the end of

the experiment, after all participants have finished. The main part of the experiment

consists of two phases. In each phase, you have to make a large number of consecu-

tive stock market predictions. After the main part of the experiment, but before the

payments are made, you will have to do one short additional task and fill out a short

questionnaire.

Please read these instructions carefully. You are not allowed to use your mobile

phone or communicate with other participants. If at any moment in time you have a

question, please raise your hand, and one of the experimenters will come to your seat

to assist you.

General information.

Your role is that of a financial advisor to a pension fund that wants to optimally invest

a large amount of money. The pension fund has two investment options: a risk-free

investment and a risky investment. The risk-free investment is putting money into

a bank account, paying a fixed interest rate. The alternative, risky investment is

an investment in the stock market. In each time period, the pension fund has to

decide which fraction of its money to put in the bank account and which fraction of

the money to spend on buying stocks. To make an optimal investment decision, the

pension fund needs an accurate prediction of the price of the stocks. As its financial

advisor, you have to predict the stock market price (in euro) during a number of

consecutive time periods.

Information about the stock market.
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The stock market price is determined by equilibrium between the demand and sup-

ply of stocks. The supply of stocks is fixed during the experiment. The demand for

stocks is determined by the aggregate demand of a number of large pension funds

active in the stock market. Some of these pension funds are advised by a participant

to the experiment, others use a fixed investment strategy. The price of the stocks is

determined by market equilibrium, that is, the stock market price in period t will be

the price for which aggregate demand equals supply.

Information about the investment strategies of the pension funds.

The precise investment strategy of the pension fund that you are advising and the

investment strategies of the other pension funds are unknown. The bank account of

the risk-free investment pays a fixed interest rate per time period. The holder of the

stocks receives a dividend payment in each time period. These dividend payments

are uncertain and may vary over time. Economic experts of the pension funds have

computed the average dividend payments per time period. The return on the stock

per time period for a pension fund is given by the dividend payment for that period

and profits or losses from possible price changes of the stock. As the financial advisor

of a pension fund, you are not asked to forecast dividends, but you are only asked

to forecast the price of the stock in each time period. Based on your stock price

forecast, the pension fund that you advise will make an optimal investment decision.

The higher your price forecast for the next period is, the larger will be the fraction

of money invested by this pension fund in the stock market in the current period, so

the larger will be its demand for stocks.

Forecasting task of the financial advisor.

The only task of the financial advisors in this experiment is to forecast the stock

market price in each time period as accurately as possible. For each period, there will
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be only a limited amount of time to make a prediction. After this limited amount of

time, the next period starts. This time limit will be the same for each period in the

same phase, but it may be different between the two phases. Additionally, there may

be a waiting time in either one of the phases, which again will be the same for each

period in the same phase. Submitting a prediction in a period is only possible after

the waiting time for that period is over. The relevant time limit and, if applicable,

waiting time will be announced immediately prior to the start of each phase.

In the first period of each phase of the experiment, you have to predict the price for

the first period, and in the second period, you will have to predict the price for that

second period. Only after the second period has finished, the realized price for the

first period will be announced. After that, you have to give your prediction for the

price in the third period. When the third period is finished, the realized stock price

for the second period will be revealed, and so on. This process continues until the

end of the phase.

To forecast the stock price pt for period t, the available information provides:

• past prices up to period t− 2

• your own past predictions up to period t− 1

Your past predictions and prices are represented both in a table and graphically,

see the computer interface below for illustration. The main graph and the table

show prices (red) and your predictions (blue) in the last 20 periods. You can scroll

back/up to see prices and predictions from earlier periods. In the upper left corner

of the screen, a smaller graph shows all your predictions and prices over the entire

horizon up to the current period, and in the upper right corner, you find the rele-
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vant interest rate and the average dividend payment. The vertical axis of the graphs

rescales when prices or predictions increase beyond the current scale of the graph.

You can make a prediction by clicking with your mouse in the graph. The value you

click will then be shown as your current prediction in the graph and the box on the

top of the screen, and that value will automatically change if you use your mouse to

click on another value. You can change that value as often as you want to, within the

given time limit, by moving and clicking the mouse. During the waiting time, you

can already click with the mouse, but only after the waiting time is over does the box

appear and show a clicked value.

At the top of the screen, you see a timer with the remaining time for the current pe-

riod. To submit your prediction, you can either click the “Submit” button with

the mouse or press “Enter” on the keyboard before the time for the period

is up. If the time is up and you have not pushed the “Submit” button or pressed

“Enter” yet, you made no prediction for this period. Although using the mouse is the

fastest way to submit a prediction, you can also directly type your forecast in the box.

The price of the stock must be positive. The vertical scale of the graphs does not

represent an upper bound for prices or predictions: the vertical axis of the graphs

will rescale when prices or predictions change. However, the first two prices in the

first phase are likely to lie between 0 and 200, and the first two prices in the second

phase are likely to lie between 0 and 100. Upon completion of the instructions, you

will first enter two practice rounds to get familiar with the computer program.

Differences between the two phases

The experiment consists of two phases. Prices in the second phase will be indepen-
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dent of prices and predictions from the first phase. Your task, predicting the price of

the risky asset, will be the same in both phases, but there are also some important

differences between the two phases. In particular, the time limit for making a deci-

sion and the waiting time in each period may be different for the two phases, and

the interest rate and average dividend payment might be different between the

two phases as well. Just prior to the start of each phase, the time limit and waiting

time for each period in that phase and the relevant interest rate and average dividend

payment will be announced. Also, the likely price range for the first two prices (which

are between 0 and 200 for the first phase and between 0 and 100 for the second phase)

will be repeated then.

There are two other differences between the two phases. First, the set of pension funds

(and therefore, the group of financial advisors/participants) active in your market may

not be the same in the two phases. Second, the number of periods might be different

between the two phases. In particular, the number of periods is unknown for each

phase, but it will be between 120 and 180 periods for each phase.

Earnings.

Earnings will be fully determined by forecasting accuracy. At the end of the experi-

ment, 10 periods from the first and 10 periods from the second phase are randomly

chosen, all with the same probability. You will be paid for your forecasting accuracy

in these 20 periods. The better you predict the market price in these periods, the

higher your earnings will be. Note, if a period is selected in which you did not make

a prediction, your earnings for that period will be zero. The number of points you

get for a period is given by:

Points for period t =
200

1 +Prediction Error
,
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where Prediction Error is your prediction error in that period (the difference be-

tween your forecast for period t and the realized market price pt for period t). The

relationship between the error and the number of points for some particular cases is

given below:

Prediction Error 0 1 2 3 4 5 6 7 8 9 10
Points 200 100 66.67 50 40 33.33 28.57 25 22.22 20 18.18

The figure below shows the relation between the number of points you score (vertical

axis) and the prediction error. Notice that the table presents only some possibilities

for your point earnings (the table is not exhaustive) and that the number of points

you earn decreases more slowly as your prediction error increases.

The number of points earned in a period that is randomly selected to be paid will

be transferred to euros at a rate of 100 points for one euro. For example, suppose for

period 16 you predict that the price will be equal to 45, but the actual market price

is 48, then your error is 48 – 45 = 3, and you will, therefore, earn 50 points. If period

16 is randomly selected as one of the periods for which you are paid, you will earn

e0.50 for that period.

As a second example: suppose you predict a price of 90 for period 60, and the price

in that period turns out to be 88.3. Now your prediction error is 90 – 88.3 = 1.7
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and you would receive 200
1+1.7

= 74.04 points. This will give you e0.74 if that period is

selected for payment. Note that if you are paid for a period in which you predicted

the price correctly, you will obtain 200 points, or e2.00, for that period. On the

computer screen that you see during the experiment, you can find (under “potential

earnings”), for each period, the number of points that you would get if that period is

selected for payment.

Your total earnings for the experiment will be the earnings from the 20 periods that

are randomly selected, plus a participation fee of e10.00. Click the “Next” button

on your screen to proceed to the practice rounds.

D CRT and Questionnaire – Internet Appendix

At the end of the experiment, participants had to answer 3 questions of the standard

CRT test (Frederick, 2005), where we modified the first question. The questions are:

Question 1. A shirt and a jacket cost e220 in total. The jacket costs e200 more

than the shirt. How many Euros does the shirt cost? (in Euros)

Question 2. If it takes 5 machines 5 minutes to make 5 widgets, how many minutes

would it take 100 machines to make 100 widgets? (in minutes)

Question 3. In a lake, there is a patch of lily pads. Every day, the patch doubles in

size. If it takes 48 days for the patch to cover the entire lake, how many days

would it take for the patch to cover half of the lake? (in days)

Each of these questions have both a correct answer (10, 5, and 47, respectively) and

an intuitive but wrong answer (20, 100, and 24, respectively).

Next, they completed the individual questionnaire asking a number of questions

about their demographic characteristics, study programs, experience with the finan-
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cial market and experiments, and their perception of time pressure. The mean age was

21.96, ranging between 18 and 59 years, with a standard deviation of 4.58. Table D1

provides the statistics of the responses to the other questions.

At the end of this questionnaire, we also asked participants to describe their

strategies by answering three questions:

• How would you describe your strategy in the phase where you had a time limit

of 6 seconds?

• How would you describe your strategy in the phase where you had a time limit

of 25 seconds?

• Was there a difference between how you formed decisions in phase 1 and in

phase 2, and if so, can you indicate how this differed?

The analysis of these answers is discussed in Section 3.3.

E Individual Predictions – Internet Appendix

Figs. E1 to E3 show the evolution of prices and individual predictions in all 12 markets

of treatment L, under the LTP condition. Figs. E4 and E5 show the evolution of prices

and individual predictions in all 10 markets of treatmentH, under the HTP condition.

Finally, Figs. E6 and E7 show the evolution of prices and individual predictions in

all 9 markets of treatment HS, also under the HTP condition.

In all plots, the prices are shown by the black, thick line and the individual

predictions (that are often close to the price) are shown by the thin, colored lines.
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CRT Share

Question 1: Correct 58.9%
Intuitive 36.8%

Other 4.3%

Question 2: Correct 46.5%
Intuitive 41.1%

Other 12.4%

Question 3: Correct 55.1%
Intuitive 25.4%

Other 19.5%

Correct Answers 3 32.4%
2 21.6%
1 20.0%
0 25.9%

Intuitive Answers 3 11.9%
2 19.5%
1 28.6%
0 40.0%

Questionnaire Share

Gender
Female 54.1%
Male 45.9%

Study program
Faculty of Econ and Business 65.4%

Faculty of Law 7.0%
Faculty of Science, Math, and Computer Science 2.7%

Faculty of Humanities 4.3%
Faculty of Medicine/Dentistry 1.6%

Faculty of Behavioral Science – other than Psychology 13.0%
Other 3.2%

Previous participation in economic experiments
No 13.0%

Yes, only once 11.9%
Yes, more than once 75.1%

Previous participation in the price forecasting experiments
No 32.4%

Yes, only once 37.8%
Yes, more than once 29.7%

Trading experience in financial markets
No 79.5%

Yes, a little bit 17.8%
Yes, I frequently trade 2.7%

Enough time to make a decision
No, I felt time pressure in some of the periods in HTP, but not in LTP 30.3%
No, I felt time pressure in most of the periods in HTP, but not in LTP 40.5%

No, I felt time pressure in almost all of the periods in HTP, and in some periods in LTP 8.6%
No, I felt time pressure in most of the periods in both blocks 2.7%

Yes, in all periods 17.8%

Table D1: CRT and Questionnaire information from 185 participants.
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Figure E1: Prices (black) and predictions (colored) in markets 1-4 of treatment L.
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Figure E2: Prices (black) and predictions (colored) in markets 5-10 of treatment L.
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Figure E3: Prices (black) and predictions (colored) in markets 11-12 of treatment L.
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Figure E4: Prices (black) and predictions (colored) in markets 1-4 of treatment H.
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Figure E5: Prices (black) and predictions (colored) in markets 5-10 of treatment H.
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Figure E6: Prices (black) and predictions (colored) in markets 1-6 of treatment HS.
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Figure E7: Prices (black) and predictions (colored) in markets 7-9 of treatment HS.
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F Second Phase Data – Internet Appendix

In this appendix, we briefly discuss the data from the second phase of our experi-

ment. To achieve equitable average payoffs across different sessions and run them

for compatible durations, each session consisted of two phases. There was a change

in the time pressure condition between these phases, see Table 1 of the paper for

more details. In the paper, we refer to the treatments based on the time pressure

conditions in the first phase. Consequently, the second phase data reflect the opposite

time pressure conditions compared to the treatment names.32

In the paper, we analyze data from the first phase only. There are several reasons

why data from the second phase are not suitable for conducting the analysis in our

experiment. First and foremost, the time pressure experienced in the first phase may

have a much stronger impact on the behavior of subjects in the second phase than any

pre-experimental experiences they may have had. This makes it cleaner to compare

the first-phase data between treatments, where participants are randomly assigned

to the treatments. Moreover, our experiment involves groups, and during each phase,

subjects interact within the same group. To reduce the effect of the group on their

individual behavior, we rematched the subjects between phases. However, the group

size (6) and the size of the lab (approximately 25 workstations) meant that there

was some overlap in group compositions. Due to different turnout rates, this overlap

varied in different cases and was beyond our control. In most cases, we had 2 or 3

groups of participants per session, but in one case, we had only 6 participants, leading

to the same group after rematching. Since the experiment had some heterogeneity

in group dynamics, especially in treatment L, different experiences in the first block,

coupled with non-random rematching, may have had an uncontrolled impact on the

32Specifically, in treatment L, we formed 12 new groups (by re-matching the participants after
the first phase) and placed them under the High Time Pressure (HTP) condition. In treatment H,
we formed 10 new groups and placed them under the Low Time Pressure (LTP) condition. Finally,
in treatment HS, we formed 9 new groups and placed them under the LTP condition, requesting
them to press the ’Submit’ button to register their forecasts.
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dynamics after the rematching. For all these reasons, we did not intend to study the

second phase data of this experiment.33

For the sake of completeness, this appendix presents the data from the second

phase. We also report the results of the same statistical tests as in the main paper.

To avoid possible confusion, and motivated by the discussion above, we will treat all

the data of the second phases discussed in this Appendix as separate “treatments”.

The treatments will be referred to as H2, L2, and LS2 to reflect the actual time

pressure conditions in this experimental phase and indicate that we are referring to

the second phase of the data (via the superscript).34

The three panels in Fig. F1 depict the market prices (thin gray lines) for each

market in these three treatments. This figure can be compared with Fig. 2 in the

main paper. To facilitate such a comparison, we adjusted the price range based on

the fact that the fundamental price is smaller in the second phase. (The upper level

of the vertical range is about four times larger than the fundamental price in both

Fig. F1 and Fig. 2). Visually, the dynamics under the HTP condition (lower panel)

display lower mispricing and lower volatility than in the other two panels.

Table D2 provides descriptive statistics for all markets in the treatments L2, LS2,

and H2. Similar to the first phase in the main paper, we report statistics over the

common periods, which are periods 1 to 145 of this second phase. Additionally, we

approximate the ‘beginning’ of the phase by considering periods 11 to 50, and the

‘end’ of the phase with periods 106 to 145.

Finally, Table D3 reports the p-values of various tests as described in the last

column. In particular, its upper part compares statistics for the same time pressure

conditions of the second-phase data with those in the first-phase data. We observe

33Although interesting, the question about the effect of experience is beyond the scope of this
paper. It is addressed, for the learning to forecast experiment, in Kopányi-Peuker and Weber (2021)
and Hennequin (2018).

34Thus, participants who were in treatment L moved to treatment H2, participants who were in
treatment H moved to treatment L2, and, finally, participants who were in treatment HS moved to
treatment LS2.
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Figure F1: Median prices (thick, black) and prices in individual markets (gray) in the
experimental treatments. The fundamental price pf = 71.2 is indicated by the dashed
horizontal line.
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Treatment Interquartile range Median of RAD
Market 11-50 1-145 106-145 11-50 1-145 106-145

L2

L21 47.29 0.79 0.00 0.31 0.01 0.00
L22 34.04 41.75 0.67 0.32 0.28 0.05
L23 13.43 4.90 2.20 0.10 0.04 0.02
L24 0.13 0.50 0.19 0.02 0.01 0.01
L25 56.67 10.57 5.11 0.39 0.22 0.17
L26 45.29 17.53 3.42 0.58 0.28 0.15
L27 30.55 9.20 6.10 0.16 0.17 0.14
L28 61.60 20.30 1.37 0.43 0.20 0.04
L29 20.19 35.86 63.23 0.19 0.24 0.33
L210 73.27 70.04 131.93 0.45 0.33 0.65
Average 38.25 21.14 21.42 0.30 0.18 0.16
Median 39.66 14.05 2.81 0.31 0.21 0.10

LS2

LS21 26.02 63.07 34.73 0.20 0.44 0.52
LS22 1.09 0.16 0.18 0.02 0.02 0.01
LS23 262.73 99.00 64.56 1.70 1.06 0.98
LS24 40.22 39.67 15.66 0.38 0.51 0.48
LS25 4.34 12.36 63.82 0.04 0.08 0.46
LS26 83.79 30.86 12.47 0.49 0.43 0.31
LS27 69.07 27.76 5.55 0.54 0.15 0.04
LS28 116.98 38.54 8.49 0.78 0.43 0.32
LS29 33.07 46.91 56.69 0.48 0.46 0.29
Average 70.81 39.81 29.13 0.51 0.40 0.38
Median 40.22 38.54 15.66 0.48 0.43 0.32

H2

H21 31.18 34.57 34.54 0.27 0.28 0.24
H22 0.64 2.06 1.26 0.07 0.05 0.03
H23 86.08 51.04 40.69 0.98 0.46 0.20
H24 2.62 7.27 0.33 0.23 0.16 0.11
H25 11.64 6.27 2.02 0.09 0.09 0.08
H26 75.34 33.63 20.05 0.74 0.35 0.12
H27 15.57 29.39 33.03 1.61 1.38 0.94
H28 41.35 32.39 0.84 0.90 0.24 0.14
H29 1.46 1.01 0.28 0.03 0.01 0.01
H210 14.94 11.26 2.80 0.38 0.32 0.23
H211 4.15 6.08 1.89 0.25 0.20 0.13
H212 3.00 3.19 1.09 0.11 0.07 0.04
Average 24.00 18.18 11.57 0.47 0.30 0.19
Median 13.29 9.26 1.95 0.26 0.22 0.13

Table D2: Descriptive statistics for the data in the second phases.
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that despite rematching, experience does have some effect, especially for the LTP

condition. Note that the subjects in the L2 and LS2 treatments were initially in the

HTP condition and thus experienced relatively stable dynamics. The data in the LTP

condition in the second phase (L2 and LS2) are indeed more stable and less volatile

than the data from the sessions where subjects experience the LTP initially in the

experiment (L). On the other hand, the past experience of the LTP condition that

subjects in the H2 treatment brought to the second phase does not seem to have an

effect on dynamics when compared to subjects who had the HTP condition in the first

phase. This is somewhat consistent with our finding that the HTP condition helps

subjects avoid overusing past data and consequently achieve more stable dynamics.

The remaining part of Table D3 is analogous to Table 2 in the main text. It shows

that the second-phase data exhibit a similar directional effect of time pressure as the

first-phase data, even though this effect is less significant.
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Data to compare Statistics Test
Data I Data II IQR Median RAD

Experience
L2 periods 11–50 L periods 11–50 0.0001∗∗∗ 0.0005∗∗∗ two-sided
L2 periods 106–145 L periods 106–145 0.0192∗∗ 0.0321∗∗ MWW
L2 periods 1–145 L periods 1–145 0.0011∗∗∗ 0.0027∗∗∗

LS2 periods 11–50 L periods 11–50 0.0032∗∗∗ 0.0507∗

LS2 periods 106–145 L periods 106–145 0.7491 0.9151
LS2 periods 1–145 L periods 1–145 0.0252∗∗ 0.2707
H2 periods 11–50 H periods 11–50 0.1765 0.6209
H2 periods 106–145 H periods 106–145 0.1213 0.9737
H2 periods 1–145 H periods 1–145 0.0806∗ 0.5752
H2 periods 11–50 HS periods 11–50 0.3028 0.1886
H2 periods 106–145 HS periods 106–145 0.4555 0.6959
H2 periods 1–145 HS periods 1–145 0.5458 0.1886

Short-run vs Long-run
L2 periods 11–50 L2 periods 106–145 0.1377 0.0322∗∗ one-sided
LS2 periods 11–50 LS2 periods 106–145 0.0820∗ 0.1504 Wilcoxon
H2 periods 11–50 H2 periods 106–145 0.0386∗∗ 0.0002∗∗∗ signed-rank

Time Pressure
L2 periods 11–50 H2 periods 11–50 0.0882∗ 0.5913 one-sided
LS2 periods 11–50 H2 periods 11–50 0.0549∗ 0.4295 MWW
L2 periods 106–145 H2 periods 106–145 0.4606 0.6895
LS2periods 106–145 H2 periods 106–145 0.0408∗∗ 0.0298∗∗

L2 periods 1–145 H2 periods 1–145 0.4345 0.7556
LS2periods 1–145 H2 periods 1–145 0.0408∗∗ 0.1353

Submission Button
L2 periods 11–50 LS2 periods 11–50 0.7517 0.8612 two-sided
L2 periods 106–145 LS2 periods 106–145 0.9606 0.9606 MWW
L2 periods 1–145 LS2 periods 1–145 0.9333 0.9733

Table D3: The p-values of the corresponding test (see the last column) for various com-
parisons. ∗, ∗∗, and ∗∗∗ indicate p values that are below 10%, 5% and 1%, respectively.
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